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1.1 Introduction to Systems of Linear Equations

CHAPTER 1: SYSTEMS OF LINEAR EQUATIONS AND MATRICES

1.1 Introduction to Systems of Linear Equations

(a) Thisisalinear equation in x4, x,, and xs.
(b) Thisisnotalinear equation in x4, x,, and x5 because of the term x; x;.
(c) We canrewrite this equation in the form x; + 7x, — 3x3 = 0 therefore it is a linear equation in
X4, X5, and x3.
(d) This is not a linear equation in x;, x,, and x5 because of the term x; 2.
(e) Thisisnota linear equation in x4, x,, and x3 because of the term xf/s.
(f) Thisis alinear equation in x4, x,, and x3.
(@) Thisisalinear equation in x and y.
(b) This is not a linear equation in x and y because of the terms 2x'/3 and 3\/?
(c) Thisisalinear equation in x and y.
(d) Thisisnota linear equation in x and y because of the term gcos X.
(e) Thisisnota linear equation in x and y because of the term xy.
(f) We can rewrite this equation in the form —x + y = —7 thus it is a linear equation in x and y.
(@ anx; + apx; = b
a1y + axpx; = b
(b) a;ixy + apx; + apxz = by
A1X1 + AxpX; + apx3 = by
az1x; + azpx; + apxz = b
() anxy + appx; + aizxs + apxy = b
Az1%1 + AxpXx; + ApXz + auXxy = b
() (b) (0
[an a1z b1] a;1 A1z a3 by [an Q12 Q13 Q14 by
a1 Q2 by A1 Gz A3 by A1 Q2 Q3 G4 by
az; as; aszz bz

1
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() (b)
2x1 = 0 3x, - 2x3 = 5
3¢ — 4x, = 0 7x1 + x, + 4x3 = -3
x, = 1 - 2x; + x3 = 7
() (b)
3, — x3 — x4, = -1 3x1 +  x3 — 4x, = 3
5x;, + 2x, - 3x4, = -6 —4x4 + 4x3 + x4, = -3
-x;1 + 3x - 2x4 = -9
- X -2
(a) (b) (9
-2 6 6 -1 3 4 0 2 0 -3 1 0
I 3 8] 0 5 -1 1 I—S -1 1 0 o0 —1]
9 -3 6 2 -1 2 =3 6
(@) (b) (©
3 -2 -1 2 0 2 1 1 0 0 1
[4 5 3] [3 -1 4 7] [O 10 2]
7 3 2 6 1 -1 0 0 01 3

The values in (a), (d), and (e) satisfy all three equations - these 3-tuples are solutions of the system.
The 3-tuples in (b) and (c) are not solutions of the system.

The values in (b), (d), and (e) satisfy all three equations - these 3-tuples are solutions of the system.
The 3-tuples in (a) and (c) are not solutions of the system.

()

We can eliminate x from the second equation by adding —2 times the first equation to the
second. This yields the system

3x — 2y = 4

0 =1
The second equation is contradictory, so the original system has no solutions. The lines
represented by the equations in that system have no points of intersection (the lines are

parallel and distinct).

(b)

We can eliminate x from the second equation by adding —2 times the first equation to the

second. This yields the system
2x — 4y =1
0 =0
The second equation does not impose any restriction on x and y therefore we can omit it. The
lines represented by the original system have infinitely many points of intersection. Solving the
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) . . 1 . . .
first equation for x we obtain x = P 2y. This allows us to represent the solution using

parametric equations

—1+2t =t
x =3 , Y=

where the parameter t is an arbitrary real number.

We can eliminate x from the second equation by adding —1 times the first equation to the
second. This yields the system

x — 2y =0
- 2y = 8
From the second equation we obtain y = —4. Substituting —4 for y into the first equation
results in x = —8. Therefore, the original system has the unique solution

x=-8, y=-4

The represented by the equations in that system have one point of intersection: (=8, —4).

12. We can eliminate x from the second equation by adding —2 times the first equation to the second.
This yields the system

13.

2x — 3y a
0 = b—2a

If b—2a =0 (i.e, b = 2a) then the second equation imposes no restriction on x and y; consequently,
the system has infinitely many solutions.

If b—2a+# 0 (ie, b # 2a) then the second equation becomes contradictory thus the system has no
solutions.

There are no values of a and b for which the system has one solution.

()

(b)

(9

Solving the equation for x we obtain x = ; + gy therefore the solution set of the original

equation can be described by the parametric equations

=342 y=t
AR A

where the parameter t is an arbitrary real number.

. . . 7 5 4 .
Solving the equation for x; we obtain x; = 3T3% —3% therefore the solution set of the

original equation can be described by the parametric equations
7 N 5 4 _ _
X =z+3r-3s, =T, X3=s

where the parameters r and s are arbitrary real numbers.

. . . 1,1 5 3 )
Solving the equation for x; we obtain x; = — staXe — Xt X therefore the solution set of

the original equation can be described by the parametric equations
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(d

()

(b)

(@

(d

(@)

1 1 5 3
Xp=—ghgr—gstat =T x3=s, xy=t

where the parameters r, s, and t are arbitrary real numbers.

: . . 8 2 :
Solving the equation for v we obtain v = WXt %y - gz therefore the solution set of the
original equation can be described by the parametric equations

2
V==t —=t, +-t3—=ty,, W=t X=t,, =t;, z=t
3173l T3z m ol 1 2 Y 3 4

where the parameters t,, t,, t3, and t, are arbitrary real numbers.

Solving the equation for x we obtain x = 2 — 10y therefore the solution set of the original
equation can be described by the parametric equations

x=2-10t, y=t
where the parameter ¢ is an arbitrary real number.

Solving the equation for x; we obtain x; = 3 — 3x, + 12x3 therefore the solution set of the
original equation can be described by the parametric equations

xq=3-3r+12s, x,=1r, x3=s5
where the parameters r and s are arbitrary real numbers.

Solving the equation for x; we obtain x; =5 — %xz - %x3 — %x4 therefore the solution set of
the original equation can be described by the parametric equations
1 3 1
X1 =5—zr——s——t, x,=1r, y=s5, z=t

where the parameters r, s, and t are arbitrary real numbers.

Solving the equation for v we obtain v = —w — x + 5y — 7z therefore the solution set of the
original equation can be described by the parametric equations

V:_tl_t2+5t3_7t4, W:tl, x:tz, y:tg, Z:t4
where the parameters t;, t,, t3, and t, are arbitrary real numbers.

We can eliminate x from the second equation by adding —3 times the first equation to the
second. This yields the system

2x — 3y 1
0 =0

The second equation does not impose any restriction on x and y therefore we can omit it.
Solving the first equation for x we obtain x = % + %y. This allows us to represent the solution
using parametric equations
1 3
x=o+ot y=t

where the parameter t is an arbitrary real number.
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()

(b)

(@)

(b)

1.1 Introduction to Systems of Linear Equations 5

We can see that the second and the third equation are multiples of the first: adding —3 times the
first equation to the second, then adding the first equation to the third yields the system

X1+3x2_X3=—4
0=0
0=0

The last two equations do not impose any restriction on the unknowns therefore we can omit
them. Solving the first equation for x; we obtain x; = —4 — 3x, + x3. This allows us to
represent the solution using parametric equations
Xy =—4-3r+s, x,=1, x3=5
where the parameters r and s are arbitrary real numbers.
We can eliminate x; from the first equation by adding —2 times the second equation to the first.
This yields the system
0=0
3x1 + x2 = —4
The first equation does not impose any restriction on x; and x, therefore we can omit it. Solving
. . 4 1 . .
the second equation for x; we obtain x; = — 37 3% This allows us to represent the solution
using parametric equations
4 1
X, =—=—=t x;=t

1 373 2

where the parameter ¢ is an arbitrary real number.

We can see that the second and the third equation are multiples of the first: adding —3 times the
first equation to the second, then adding 2 times the first equation to the third yields the system

2x —y+2z=—-4
0=0
0=0
The last two equations do not impose any restriction on the unknowns therefore we can omit
them. Solving the first equation for x we obtain x = -2 + %y — z. This allows us to represent
the solution using parametric equations

1
x=—2+§r—s, y=1r, z=S

where the parameters r and s are arbitrary real numbers.

1 -7 8 8
Add 2 times the second row to the first to obtain [2 -3 3 2].
0 2 -3 1
1 3 -8 3
Add the third row to the first to obtain |2 -9 3 2
1 4 -3 3
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(@)

(b)

()

(b)

()

1 4 -3 3
(another solution: interchange the first row and the third row to obtain [2 -9 3 2]).
0 -1 -5 0

. 1 2 -3 4
Multiply the first row by 5 to obtain | 7 1 4 3|
-5 4

2 7
1 -1 -3 6
Add the third row to the first to obtain 3 -1 8 1
-6 3 -1 4

1 -2 -18 0
(another solution: add —2 times the second row to the first to obtain [ 3 -1 8 1]).
-6 3 -1 4

. , .1 k —4 .
Add —4 times the first row to the second to obtain [0 8 — 4k 18] which corresponds to the
system
x + ky = —4
(8—4k)y =18

If k =2 then the second equation becomes 0 = 18, which is contradictory thus the system
becomes inconsistent.

If k #+ 2 then we can solve the second equation for y and proceed to substitute this value into
the first equation and solve for x.

Consequently, for all values of k # 2 the given augmented matrix corresponds to a consistent
linear system.

Add —4 times the first row to the second to obtain [(1) 8 —k4k _(1)] which corresponds to the
system
x+ ky =-1
8—-4k)y=0

If k =2 then the second equation becomes 0 = 0, which does not impose any restriction on x
and y therefore we can omit it and proceed to determine the solution set using the first
equation. There are infinitely many solutions in this set.

If k # 2 then the second equation yields y = 0 and the first equation becomes x = —1.
Consequently, for all values of k the given augmented matrix corresponds to a consistent linear
system.

3 —4 k

Add 2 times the first row to the second to obtain [0 0 2k 45

] which corresponds to the
system

3x—4y =k
0=2k+5
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If k= —; then the second equation becomes 0 = 0, which does not impose any restriction on

x and y therefore we can omit it and proceed to determine the solution set using the first
equation. There are infinitely many solutions in this set.

5 L . . .
If k#— 5 then the second equation is contradictory thus the system becomes inconsistent.

Consequently, the given augmented matrix corresponds to a consistent linear system only when

k=-2
2

Add the first row to the second to obtain [4 :C_ K (1] _(2)] which corresponds to the system
kx + y = =2
4+ k)x = 0
If k = —4 then the second equation becomes 0 = 0, which does not impose any restriction on

x and y therefore we can omit it and proceed to determine the solution set using the first
equation. There are infinitely many solutions in this set.

If k # —4 then the second equation yields x = 0 and the first equation becomes y = —2.

Consequently, for all values of k the given augmented matrix corresponds to a consistent linear
system.

Substituting the coordinates of the first point into the equation of the curve we obtain

yi =ax? +bx; +c¢

Repeating this for the other two points and rearranging the three equations yields

xta+xb+c=y
xia+x,b+c =1y,
xfa+x3sh+c=y;

2

Xt x 1y
2

This is a linear system in the unknowns a, b, and c. Its augmented matrixis (x5 x, 1 y,|.

x§ x 1 y3

Solving the first equation for x; we obtain x; = ¢ — kx, therefore the solution set of the original

equation can be described by the parametric equations

x;=c—kt, x,=t

where the parameter ¢ is an arbitrary real number.

Substituting these into the second equation yields

c—kt+lit=d

which can be rewritten as

c—kt=d-1t
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This equation must hold true for all real values t, which requires that the coefficients associated with
the same power of t on both sides must be equal. Consequently,c = d and k = [.

(a) The system has no solutions if either

e atleast two of the three lines are parallel and distinct or

e each pair of lines intersects at a different point (without any lines being parallel)
(b) The system has exactly one solution if either

e two lines coincide and the third one intersects them or

e all three lines intersect at a single point (without any lines being parallel)

(c) The system has infinitely many solutions if all three lines coincide.

2x + 3y + z = 7
2x + y + 3z = 9
4x + 2y + 5z = 16

We set up the linear system as discussed in Exercise 21:

12a + 1b + ¢ = 1 a + b + ¢ =1
220 + 2b + ¢ = 4 ie. 4a + 2b + ¢ = 4
(-1)%a - 1b + ¢ = 1 a — b + ¢ =1

One solution is expected, since exactly one parabola passes through any three given points (x4, y;),
(%2,¥2), (x3,¥3) if x4, x5, and x5 are distinct.

x +y + z = 12
2x + y + 2z = 5
—X + z = 1

True-False Exercises

()
(b)
(9
(d)

(e)

(H
(8)

(h)

True. (0,0, ...,0) is a solution.
False. Only multiplication by a nonzero constant is a valid elementary row operation.
True. If k = 6 then the system has infinitely many solutions; otherwise the system is inconsistent.

True. According to the definition, a;x; + a,x, + -+ + a,x, = b is alinear equation if the a's are not
all zero. Let us assume a; # 0. The values of all x's except for x; can be set to be arbitrary parameters,

and the equation can be used to express x; in terms of those parameters.

False. E.g. if the equations are all homogeneous then the system must be consistent. (See True-False
Exercise (a) above.)

False. If ¢ # 0 then the new system has the same solution set as the original one.

True. Adding —1 times one row to another amounts to the same thing as subtracting one row from
another.

False. The second row corresponds to the equation 0 = —1, which is contradictory.
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1.2 Gaussian Elimination

(@)

(b)

(0

(d)

(e)

U

(8)

(@)

(b)

(0

(d)

(e)

()

(8

This matrix has properties 1-4. It is in reduced row echelon form, therefore it is also in row
echelon form.

This matrix has properties 1-4. It is in reduced row echelon form, therefore it is also in row
echelon form.

This matrix has properties 1-4. It is in reduced row echelon form, therefore it is also in row
echelon form.

This matrix has properties 1-4. It is in reduced row echelon form, therefore it is also in row
echelon form.

This matrix has properties 1-4. It is in reduced row echelon form, therefore it is also in row
echelon form.

This matrix has properties 1-4. It is in reduced row echelon form, therefore it is also in row
echelon form.

This matrix has properties 1-3 but does not have property 4: the second column contains a
leading 1 and a nonzero number (—7) above it. The matrix is in row echelon form but not
reduced row echelon form.

This matrix has properties 1-3 but does not have property 4: the second column contains a
leading 1 and a nonzero number (2) above it. The matrix is in row echelon form but not reduced
row echelon form.

This matrix does not have property 1 since its first nonzero number in the third row (2) is nota
1. The matrix is not in row echelon form, therefore it is not in reduced row echelon form either.

This matrix has properties 1-3 but does not have property 4: the third column contains a
leading 1 and a nonzero number (4) above it. The matrix is in row echelon form but not reduced
row echelon form.

This matrix has properties 1-3 but does not have property 4: the second column contains a
leading 1 and a nonzero number (5) above it. The matrix is in row echelon form but not reduced
row echelon form.

This matrix does not have property 2 since the row that consists entirely of zeros is not at the
bottom of the matrix. The matrix is not in row echelon form, therefore it is not in reduced row
echelon form either.

This matrix does not have property 3 since the leading 1 in the second row is directly below the
leading 1 in the first (instead of being farther to the right). The matrix is not in row echelon
form, therefore it is not in reduced row echelon form either.

This matrix has properties 1-4. It is in reduced row echelon form, therefore it is also in row
echelon form.



10 Chapter 1: Systems of Linear Equations and Matrices

3. (@)

(b)

(9

(d

4. (a)

The linear system

x — 3y + 4z =7 x = 7+3y—4z
y + 2z = 2 can be rewritten as y = 2-2z
z =5 z 5
and solved by back-substitution:
z=5
y=2-2(5)=-8
x=7+3(—8)—4(5) =-37
therefore the original linear system has a unique solution: x = =37, y = =8, z = 5.
The linear system
w + 8 — 5z = 6 w = 6-—8y+5z
x + 4y — 9z = 3 can be rewritten as x = 3—4y+9z
y + z = 2 y = 2-—2z
Let z = t. Then
y=2-—t
x=3-42—-t)+9t=-5+13t
w=6-8(2-t)+5t=-10+13t
therefore the original linear system has infinitely many solutions:
w=-10+13t,x =-5+13t,y=2—-t,z=t
where t is an arbitrary value.
The linear system
x1 + 7x2 - ZX3 - SXS = -3
X3 + x4 + 6x35 = 5
X4 + 3x5 = 9
0 = 0
can be rewritten: x; = —3 — 7x, + 2x3 + 8x5, x3 =5 — x4, — 6x5, x4 = 9 — 3xs.

Let x, = sand x5 = t. Then

X4:9_3t
X3 =5—(9—3¢t)— 6t = —4—3t
X, =—3—7s+2(—4—3t) +8t=—11—7s + 2t

therefore the original linear system has infinitely many solutions:
xy =—11—-7s+2t, x, =5, x3=—4-3t, x4, =9-3t, x5=t¢
where s and t are arbitrary values.

The system is inconsistent since the third row of the augmented matrix corresponds to the
equation

Ox+0y+0z=1.

A unique solution: x =-3, y =0, z=7.



1.2 Gaussian Elimination 11

(b) Infinitely many solutions: w =8+ 7t, x =2 —3t, y = =5 —t,z =t where t is an arbitrary
value.

(c) Infinitely many solutions: v =—-2+ 65 —3t, w=s, x =7 —4t, y=8—5t, z=1t where s
and t are arbitrary values.

(d) The system is inconsistent since the third row of the augmented matrix corresponds to the

equation
Ox+0y+0z=1
1 1 2 8]
-1 -2 3 1 <«——— The augmented matrix for the system.
3 =7 4 10/
1 1 2 8
0 -1 5 9 <«——— The first row was added to the second row.
3 =7 4 10/
1 1 2 8
0 -1 5 9 <4—— -3 times the first row was added to the third row.
0 -10 -2 -14

1 1 2 8
[0 1 -5 -9 <«—— The second row was multiplied by —1 .

0 -10 -2 -14

1 1 2 8]

0 1 -5 -9 <«——— 10 times the second row was added to the third row.
0 0 —-52 -—-104]

01 -5 -9 <4——— The third row was multiplied by —rl—z.
00 1 2 ’

[1 1 2 8]

The system of equations corresponding to this augmented matrix in row echelon form is

x1 + xz + ZX3 = 8 x1 = 8 - x2 - 2x3
x, — 5x3 = -9 and can be rewritten as X, = —9+45x;
X3 = 2 X3 = 2

Back-substitution yields

X3:2
X, =-9+5(2) =1
X, =8—-1-2(2) =3

The linear system has a unique solution: x; =3, x, =1, x3 = 2.

2
-
8

1
-
8

0

1] <4——— The augmented matrix for the system.
-1
0

1] <4—— The first row was multiplied by %
-1

NS W= SNS W N
BN R A NN
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1 1 1 0]

0 7 4 1 <«—— 2 times the first row was added to the second row.
8 1 4 -1l
[1 1 1 0]

0 7 4 1 <4—— -8 times the first row was added to the third row.
0 -7 —4 -1l
[1 1 1 0]

4 1 1
0 1 > > <4—— The second row was multiplied by >

0 -7 —4 -1}
1 1 1 0]
4 1

0 1 -5 <4——— 7 times the second row was added to the third row.
0 0 0 Ol

The system of equations corresponding to this augmented matrix in row echelon form is

x1 + xz + X3 = 0
N 4 1
X, 7% = 7
0 =0
Solve the equations for the leading variables
x1 = —x2 - X3
1 4
xz = 7 - 7x3
then substitute the second equation into the first
1 3
x1 = - 7 - 7x3
1 4
xz = 7 - 7x3

If we assign x5 an arbitrary value t, the general solution is given by the formulas

1 3 1 4
xl——7—7t, x2—7—7, X3 =1

<4— The augmented matrix for the system.

<4+—— —2 times the first row was added to the second row.

WOO kR WRORFR WEFkENPRE

O, Wk ONWEKE ONRF Rk
|
o)
o
=)

<4—— The first row was added to the third row.
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1 -1 2 -1 -1

0 3 -6 0 0 ' '

0 1 =2 0 0 <+—— —3 times the first row was added to the fourth row.
0 3 —6 0 0

1 -1 2 -1 -1

8 1 :g g 8 <4——— The second row was multiplied by %

0 3 —6 0 0

1 -1 2 -1 -1

0 1 -2 0 0 _ ‘

0 0 0 0 0 <4—— —1 times the second row was added to the third row.
0 3 -6 0 0

1 -1 2 -1 -1

0 1 -2 0 0 '

0 0 0 0 0 <+—— —3times the second row was added to the fourth row.
0 0 0 0 0

The system of equations corresponding to this augmented matrix in row echelon form is

x —y + 2z — w = -1
y — 2z = 0
0 = 0

0 = 0

Solve the equations for the leading variables

x=—-1+y—-2z+w
y =2z

then substitute the second equation into the first

x=—-14+2z—-2z+w=-1+4+w

y =2z
If we assign z and w the arbitrary values s and ¢, respectively, the general solution is given by the
formulas
x=-1+t, y=2s, z=s, w=t

[0 -2 3 17

3 6 -3 =2 <4—— The augmented matrix for the system.

L6 3 5.

3 3 o

0 -2 3 1 <4——— Thefirst and second rows were interchanged.

L6 6 3 5.

1 2 -1 -3

0 =2 3 1 <4—— The first row was multiplied by T; .

6 6 3 5.

13
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1 2 -1 -
0 =2 3 <4——— —6 times the first row was added to the third row.
0 -6 9
1 2 -1 -
0 1 _3 _ <4——— The second row was multiplied by f%.
2
10 —6 9

|
[N
|

<4+—— 6 times the second row was added to the third row.

<4——— The third row was multiplied by %

PNlRrwIn NP ONIRrwIn O FPwlN

o O kR O O B
S P N O Rk N
|
Juny
|

The system of equations corresponding to this augmented matrix in row echelon form

+ 2b = 2
a c = 3
b 3 _ 1
2 T 72
0 = 1
is clearly inconsistent.
1 1 2 8]
9. -1 -2 3 1 <4——— The augmented matrix for the system.
3 =7 4 10
1 1 2 8]
0 -1 5 9 <4——— The first row was added to the second row.
3 =7 4 10l
1 1 2 8
0 -1 5 9 <—— —3 times the first row was added to the third row.
0 —-10 -2 -—14]
1 1 2 8]
0 1 -5 -9 <4——— The second row was multiplied by —1 .
0 —-10 -2 -—14]
1 1 2 8]
0 1 -5 -9 <«—— 10 times the second row was added to the third row.
0 0 —-52 -—104]
1 1 2 8
01 -5 -9 <4——— The third row was multiplied by —é.
0 0 1 2
1 1 2 8
01 0 1 <«—— 5 times the third row was added to the second row.
0 0 1 2




1.2 Gaussian Elimination

4
1] <+—— —2 times the third row was added to the first row.
2

3
1] <4—— —1 times the second row was added to the first row.
2

oOR O OR R
RoOo RrOO

The linear system has a unique solution: x; = 3, x, =1, x3 = 2.

2 2 2 0]
10. [—2 5 2 1 <4—— The augmented matrix for the system.
8 1 4 -
1 1 1 07
-2 5 2 1 <4——— The first row was multiplied by %
8 1 4 -1l
1 1 1 0]
0 7 4 1 <«—— 2 times the first row was added to the second row.
8 1 4 -1l
[1 1 1 0]
0 7 4 1 <4—— —8 times the first row was added to the third row.
0 -7 —4 -1l
[1 1 1 0]
4 1 1
0 1 - H <4——— The second row was multiplied by >
0 -7 —4 —1]
1 1 1 0]
0 1 % % <«——— 7 times the second row was added to the third row.
0 0 0 Ol
10 2 -]
7 7
4 1 <+—— —1 times the second row was added to the first row.
7 7
0 0
Infinitely many solutions: x; = — % - % t, x, = % - %t, x3 =t where t is an arbitrary value.
1 -1 2 =1 -1]
11. 2 1 -2 -2 =2 )
1 2 _4 1 1 <4—— The augmented matrix for the system.
| 3 0 0 -3 -—3]
1 -1 2 -1 -1]
0 3 -6 0 0 <+—— —2 times the first row was added to the second row.
-1 2 —4 1 1
| 3 0 0 -3 -3

15
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[1 -1 2 -1 -1
0 3 —6 0 0 . .
0 1 -2 0 0 <+—— the first row was added to the third row.
13 0 0 -3 -3
1 —1 2 -1 -1
0 3 —6 0 0 . .
0 1 -2 0 0 <+—— —3 times the first row was added to the fourth row.
10 3 -6 0 0
(1 -1 2 -1 —1]
0 1 -2 0 0 -
0 1 —2 0 0 <4—— The second row was multiplied by % .
10 3 —6 0 0l
[1 -1 2 -1 —1]
0 1 -2 0 0 . .
0 0 0 0 0 <4—— —1 times the second row was added to the third row.
10 3 —6 0 0l
[1 -1 2 =1 -—1]
8 (1) _g g g <4—— —3times the second row was added to the fourth row.
10 0 0 0 0l
1 0 0 -1 -—1]
8 (1) _g g 8 <4—— thesecond row was added to the first row.
0 0 0 0 0l

The system of equations corresponding to this augmented matrix in row echelon form is

X - w = -1
y — 2z = 0
0 = 0

0 = 0

Solve the equations for the leading variables

x=—-14+w
y =2z

If we assign z and w the arbitrary values s and ¢, respectively, the general solution is given by the
formulas

x=-1+t¢, y=2s, z=s, w=t

0 -2 3 1
I3 6 -3 —2] <4—— The augmented matrix for the system.
6 6 3 5

3 6 -3 -2
IO -2 3 1] <«——— The first and second rows were interchanged.
6 6 3 5



13.

14.

1.2 Gaussian Elimination 17

1 2 -1 -2
. L. 1
0 -2 3 1 <4——— The first row was multiplied by 3
6 6 3 5
1 2 -1 -2
0 -2 3 1 <4+—— —6 times the first row was added to the third row.
0 -6 9 9
1 2 -1 -3
0 1 3 _1 <4—— The second row was multiplied by —%
2 2
10 —6 9 9l
1 2 -1 -2
0 1 .3 _1 <—— 6 times the second row was added to the third row.
2 2
0 0 0 6
1 2 -1 —2’
0 1 3 _1 <4— The third row was multiplied by (i
2 2 y
10 0 0 1.
1 2 -1 -
0 1 _3 0 — %times the third row was added to the second row.
2
0 0 0 1
[1 2 -1 0]
3 -
0 1 -3 0 — étimes the third row was added to the first row.
0 0 0 1l
(1 0 2 0]
3
0o 1 - > 0 <4——— —2times the second row was added to the first row.
0 0 0 1]

The last row corresponds to the equation
0a+0b+0c=1
therefore the system is inconsistent.
(Note: this was already evident after the fifth elementary row operation.)

Since the number of unknowns (4) exceeds the number of equations (3), it follows from Theorem
1.2.2 that this system has infinitely many solutions. Those include the trivial solution and infinitely
many nontrivial solutions.

The system does not have nontrivial solutions.
(The third equation requires x3 = 0, which substituted into the second equation yields x, = 0. Both
of these substituted into the first equation resultin x; = 0.)
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15. We present two different solutions.
Solution I uses Gauss-Jordan elimination

2 1 3 0]
1 2 0 0 <4——— The augmented matrix for the system.
0 1 1 Ol
o % % o
. . 1
1 2 0 0 <4— The first row was multiplied by 7
0 1 1 Ol
T 3 o]
2 2
o 2 -2 o <«——— —1 times the first row was added to the second row.
2 2
10 1 1 0
R
L. 2
01 -1 0 <4—— The second row was multiplied by 7
0 1 1 0l
B
01 -1 0 <4—— —1 times the second row was added to the third row.
0 0 2 0l
o % ; o
. . 1
01 =1 0 <4— The third row was multiplied by >
0 0 1 Ol
1 > 0 0
01 0 O 4 The third row was added to the second row
0 0 1 ol and —gtimes the third row was added to the first row
[1 0 0 O]
01 0 O — —%times the second row was added to the first row.
0 0 1 Ol

Unique solution: x; =0, x, =0, x3 =0.

Solution II. This time, we shall choose the order of the elementary row operations differently in order
to avoid introducing fractions into the computation. (Since every matrix has a unique reduced row
echelon form, the exact sequence of elementary row operations being used does not matter - see part
1 of the discussion “Some Facts About Echelon Forms” on p. 21)

2 1 3 0
Il 2 0 Ol <4+——— The augmented matrix for the system.

01 1 0

1 2 0 0

21 3 0 <4—— The first and second rows were interchanged
01 1 0 (to avoid introducing fractions into the first row).
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[1 2 0 0]
0 -3 3 0 <4——— —2 times the first row was added to the second row.
10 1 1 o0l
1 2 0 0]
01 -1 0 <4—— The second row was multiplied by —%.
0 1 1 Ol
1 2 0 0]
01 -1 0 <4—— —1 times the second row was added to the third row.
0 0 2 0l
1 2 0 0]
01 -1 0 <«——— The third row was multiplied by ;
0 0 1 Ol
1 2 0 0]
01 0 O <4——— The third row was added to the second row.
0 0 1 ol
1 0 0 0]
01 0 O <4—— —2times the second row was added to the first row.
0 0 1 ol

Unique solution: x; =0, x, =0, x3 = 0.

16. We present two different solutions.
Solution I uses Gauss-Jordan elimination

[ 2 —1 =3 0]
-1 2 =30 <4——— The augmented matrix for the system.
L1 1 4 0l
[ 1 _r 3 0l
2 2
-1 2 =3 0 <«—— The first row was multiplied by %
L 1 1 4 0
_1 _l _E O_
2 2
0 22 9 <4——— The first row was added to the second row.
2 2
L1 1 4 0
_1 _l _E 0_
2 2
3 9
0 > T3 0 <4—— -1 times the first row was added to the third row.
o 2 Zoo
L 2 3
_1 _1 _E 0_
2 2
0 1 -3 0 <4——— The second row was multiplied by §
o 2 2o
L 2 2 m




20 Chapter 1: Systems of Linear Equations and Matrices

[y
w
J

1 -3 30
0 -3 0 — —Ztimes the second row was added to the third row.
L0 0 10 o
1 -2 -2 o
2 2
0 1 -3 0 <4——— The third row was multiplied by %.
0 0 1 O
1 —= 0 0]
0 1.0 0 <«—— 3 times the third row was added to the second row
and fztimes the third row was added to the first row
0 0 1 O 2
1 0 0 0]
01 0 O «— %times the second row was added to the first row.
0 0 1 Ol

Unique solution: x =0, y =0, z=0.

Solution II. This time, we shall choose the order of the elementary row operations differently in order
to avoid introducing fractions into the computation. (Since every matrix has a unique reduced row
echelon form, the exact sequence of elementary row operations being used does not matter - see part
1 of the discussion “Some Facts About Echelon Forms” on p. 21)

2
5
1

1
-1
2

R WR RPNRFR RNRP
|
w

<4— The augmented matrix for the system.

<4—— The first and third rows were interchanged
(to avoid introducing fractions into the first row).

<4—— The first row was added to the second row.

—
N O =
|

—2 times the first row was added to the third row.

<4—— The second row was added to the third row.

1

<4——— The third row was multiplied by — o

<4—— —1 times the third row was added to the second row.

[r—
O =
W w =
NN
Scog oog o009 299 299 228 299

—
S =
S WkERk O Wr
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<4+—— —4 times the third row was added to the first row.
The second row was multiplied by %

<4+—— —1 times the second row was added to the first row.

oOOoORr COCOR OOR
OR O OR R OWrR
RoO ROoOO ROO

cog ocog 209

Unique solution: x =0, y =0, z=0.

[3 1 1 0] <+«—— Th ted trix for th t
5 -1 1 -1 0 e augmented matrix for the system.
; 111
[ 3 3 3 <4——— The first row was multiplied by %
5 -1 1 -1 :
1 1 1 ]
L5 35 30
8 2 8 <4+—— 5 times the first row was added to the second row.
0 -3 =3 =3 0
[ 11 1 |
L3330 .
1 <4—— The second row was multiplied by —-.
8
01 -1 0
B 4 i
1
1 0 " 0 0 .
1 <4+—— —-times the second row was added to the first row.
01 -1 20 3
A 4 i

If we assign x; and x, the arbitrary values s and ¢, respectively, the general solution is given by
the formulas

x1=—is, x2=—is—t, x3=S, X4=t.
(Note that fractions in the solution could be avoided if we assigned x3; = 4s instead, which along with
x, = t wouldyield x; = —s, x;, = —s —t, x3 =4s, x4, = t.)
0 1 3 =2 0]
2 1 -4 30 h q i for th
2 3 2 -1 0 +— e augmented matrix for the system.
-4 =3 5 —4 0l
2 1 -4 3 0]
0 1 3 -2 0 ) A
2 3 2 ~1 0 <4— The first and second rows were interchanged.
-4 -3 5 —4 0l
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<4—— The first row was multiplied by %

<4—— —2 times the first row was added to the third row

and 4 times the first row was added to the fourth row.

<4+—— —2 times the second row was added to the third row

and the second row was added to the fourth row.

— —%times the second row was added to the first row.

If we assign w and x the arbitrary values s and t, respectively, the general solution is given by the

formulas

19.

COoOORr COOR NNOKR NNRO

2 2 4
0 -1 -3
3 1 1
1 3 =2
0 -1 -3
2 2 4
3 1 1
1 3 -2
0 -1 -3
2 2 4
3 3 7
1 1 -8
0 -1 -3
1 1 2
3 3 7
1 1 -8

Scog 2009 22909 2299

=—-3s+2t, w=s, x=t.

<4—— The augmented matrix for the system.

<4——— Thefirst and second rows were interchanged.

<+—— —2 times the first row was added to the third row

and 2 times the first row was added to the fourth row.

<4—— The second row was multiplied by é
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1 0 -1 -3 0]
8 (1) (1) i g <4+—— —3 times the second row was added to the third and
0 0 0 —10 o] —1 times the second row was added to the fourth row.
1 0 -1 -3 0]
0 1 1 2 0 . .
0 0 0 1 0 <4—— 10 times the third row was added to the fourth row.
0 0 0 0 Ol
1 0 -1 0 0]
0 1 1 0 O . .
0 0 01 0 <4—— —2 times the third row was added to the second and
0 0 00 0 3 times the third row was added to the first row.

If we assign y an arbitrary value t the general solution is given by the formulas

w=t x=-t, y=t, z=0.

1 3 0 1 0
[1 4 2 0 0
20. 0 -2 -2 -1 0 <4——— The augmented matrix for the system.
2 —4 1 1 0
1 -2 -1 1 O
1 3 0 1 0
0 1 2 -1 0
0 -2 -2 -1 0 <«+—— —1 times the first row was added to the second row,
0 -—-10 1 -1 0 —2 times the first row was added to the fourth row,
0 -5 —1 0 O and —1 times the first row was added to the fifth row.
rl 3 0 1 0

0 1 2 -1 0

0 0 2 -3 0 <«—— 2 times the second row was added to the third row,

0 0 21 —-11 O 10 times the second row was added to the fourth row,
L0 0 9 -5 0 and 5 times the second row was added to the fifth row.
rl 3 0 1 07

0 1 2 -1 0

0 0 1 —% 0 <4——— The third row was multiplied by i

0 0 21 —-11 O
0 0 9 -5 0

23
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1 3 0 1 0
01 2 -1 0

3
0 01 ) 0 <4—— —21 times the third row was added to the fourth row

a1 and —9 times the third row was added to the fifth row.
0O 00 — 0

2
000 Zo

2 4
1 3 0 1 0
01 2 -1 0

3
0 0 1 -3 0 <4——— The fourth row was multiplied by i.
0 0 O 1 0
000 <o

2
1 3 0 1 0
01 2 -1 0
0 0 1 —% 0 «— - g times the fourth row was added to the fifth row.
0 0 O 0
0 0 O 0 0

The augmented matrix in row echelon form corresponds to the system

X1 + 3x2 + Xy = 0
X + 2x3 - X4 = 0
3
X3 — Ex4 = 0
Xa = 0

Using back-substitution, we obtain the unique solution of this system

x1=0, x,=0, x3=0, x4, =0.

2 -1 3 4 9]
21. ; _g _i ; 1; <4—— The augmented matrix for the system.
2 1 4 4 101
1 0 -2 7 11]
g :é ? g z <4—— Thefirst and second rows were interchanged
2 1 4 4 10, (to avoid introducing fractions into the first row).
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1 0 -2 7 11]
0 -1 7 —10 ~13 <4—— —2 times the first row was added to the second row,
0 -3 7 —-16 —25 . ) .
0 1 8 —10 —-12 —3 times the first row was added to the third row,
- and —2 times the first row was added to the fourth.
[1 0o -2 7 11
0 1 -7 10 13 -
0 -3 7 _16 —25 <4—— The second row was multiplied by —1.
10 1 8 —-10 —-12]
1 0 -2 7 11
01 ~7 10 13 <4+—— 3 times the second row was added to the third row and
0 0 -14 14 14 —1 times the second row was added to the fourth row
0 0 15 =20 —25] '
0o -2 7 11
(1) _Z _12 _1i <4——  The third row was multiplied by —i.
0 15 -20 =25

<4+—— —15 timesthe third row was added to the fourth row.

O O R O
-
|
_
|
-

1 0 -2 7 11
0o 1 -7 10 13 . 1
0 0 1 -1 -1 <+———  The fourth row was multiplied by -
0 0 0 1 2
1 0 -2 0 -3]
0 1 =70 =7 <4——— The fourth row was added to the third row,
0 0 1 0 1 .
0 0 0 1 2 —10 times the fourth row was added to the second,
- and —7 times the fourth row was added to the first.
1 0 0 0 -—1]
0 100 0 <4—— 7 times the third row was added to the second row,
0 0 1 0 1 . ; )
00 0 1 2 and 2 times the third row was added to the first row.

Unique solution: I; = -1, I, =0, I3 =1, I, = 2.

[ 0 1
22. |1 — 2 - The augmented matrix for the system.
1 -2 - «—

)
|

[EnN
NORFR R NP RO
|
N

<4— The first and third rows were interchanged.

|
_
O kFRP, WO OO WR

|
I = T T S e =
cocog o009
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COoOORr OCOOR OCOOCR ©OOOR

1 -2 0 —1 0]
8 (1) _i (1) 8 <4— The first row was added to the second row
and —2 times the first row was added to the last row.
0 3 0 3 0l
1 -2 0 —1 0]
0 1 1 1 0 ' '
0 0 -3 0 0 <4—— The second and third rows were interchanged.
0 3 0 3 0]
1 -2 0 —1 0]
0 1 1 1 0 )
0 0 -3 0 0 <4—— —3 times the second row was added to the fourth row.
0 0 -3 0 o0l
1 -2 0 —1 0]
0 1 1 1 0 ) o .
0 0 1 0 0 <4——— The third row was multiplied by -3
0 0 -3 0 Ol
[1 1 -2 0 =1 0]
g 8 (1) 1 (1) 8 <4—— 3 times the third row was added to the fourth row.
0 0 0 0 0 Ol
[1 1 -2 0 =1 0]
g 8 é 2 (1) 8 <4—— —1 times the third row was added to the second row.
0 0 0 0 0 Ol
1 1 0 0 1 O]
0 01 0 1 0 ) ‘
000 100 <4—— 2 times the second row was added to the first row.
0O 0 0 0 0 ol

If we assign Z, and Zs the arbitrary values s and t, respectively, the general solution is given by

the formulas

(@)

(b)

(0
(d)

le_s_t, ZZ=S, Z3=_t, Z4_=0, Zszt

The system is consistent; it has a unique solution (back-substitution can be used to solve for all
three unknowns).

The system is consistent; it has infinitely many solutions (the third unknown can be assigned an
arbitrary value t, then back-substitution can be used to solve for the first two unknowns).

The system is inconsistent since the third equation 0 = 1 is contradictory.

There is insufficient information to decide whether the system is consistent as illustrated by
these examples:
1 * * =

e For [O 0 0 Ol the system is consistent with infinitely many solutions.
0 0 1 =«
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1 * % = 1 * % =
e For [0 0 1 Ol the system is inconsistent (the matrix can be reduced to [O 0 1 Ol).
0 0 1 1 0 0 0 1
The system is consistent; it has a unique solution (back-substitution can be used to solve for all
three unknowns).

The system is consistent; it has a unique solution (solve the first equation for the first unknown,
then proceed to solve the second equation for the second unknown and solve the third equation
last.)

1 0 0 O
The system is inconsistent (adding —1 times the first row to the second yields ([0 0 0 1{;

1 * % %

the second equation 0 = 1 is contradictory).

(d) There is insufficient information to decide whether the system is consistent as illustrated by
these examples:
1 0 0 1
e For |1 0 0 1f thesystem isconsistentwith infinitely many solutions.
1 0 0 1
1 0 0 2 1 0 0 2
e For|l 0 0 1] thesystem isinconsistent (the matrix can bereducedto|0 0 0 1})
1 0 0 1 00 0 O
[1 2 -3 4
3 -1 5 2 <4——— The augmented matrix for the system.
4 1 a?-14 a+ 2]
1 2 -3 4
0 =7 14 —-10 <4—— -3 times the first row was added to the second row
0 -7 a*—-2 a-—14] and —4 times the first row was added to the third row.
1 2 -3 4 7
0 -7 14 —-10 <4—— -1 times the second row was added to the third row.
0 0 a?-16 a—4l
1 2 -3 4
10 1
0 1 —2 - <4+—— The second row was multiplied by -
0 0 a?—-16 a— 4l
The system has no solutions when a = —4 (since the third row of our last matrix would then
correspond to a contradictory equation 0 = —8).

The system has infinitely many solutions when a = 4 (since the third row of our last matrix would

then correspond to the equation 0 = 0).

For all remaining values of a (i.e, a # —4 and a # 4 ) the system has exactly one solution.

1 2 1 2

2 =2 3 1 <4—— The augmented matrix for the system.
1 2 —(@*-3) a
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1 2 1 2
0 -6 1 -3 <4+——— -2 times the first row was added to the second row
0 0 —a?+2 a-2I and —1 times the first row was added to the third row.
1 2 1 2 ]
0 1 —% % <4——— The second row was multiplied by f%.
0 0 —a?+2 a-—2]
The system has no solutions when a = V2 or a = —V2 (since the third row of our last matrix would

then correspond to a contradictory equation).
For all remaining values of a (i.e., a # v2 and a # —/2 ) the system has exactly one solution.

There is no value of a for which this system has infinitely many solutions.

1 3 -1 q
27. [1 1 2 b <4——— The augmented matrix for the system.
0 2 -3 i
1 3 -1 a
0 -2 3 —a+b <4+—— -1 times the first row was added to the second row.
0 2 -3 c
1 3 -1 a
0 -2 3 —-a+b <4—— The second row was added to the third row.
0 0 0 —a+b+cl
1 3 -1 a
3 a b - 1
01 -5 573 <+——— The second row was multiplied by —~.
0 0 0 —a+b+cl
If —a + b + ¢ = 0 then the linear system is consistent. Otherwise (if —a + b + ¢ # 0 ) itis
inconsistent.
1 3 1 a
28. -1 -2 1 b <4—— The augmented matrix for the system.
3 7 =1 ¢
1 3 1 a
0 1 2 a+b <«——— The first row was added to the second row and
0 -2 —4 —-3a+cl —3 times the first row was added to the third row.
1 3 1 a
0 1 2 a+b <4+—— 2 times the second row was added to the third row.
0 0 0 —a+2b+cl
If —a + 2b + ¢ = 0 then the linear system is consistent. Otherwise (if —a + 2b + ¢ # 0 ) itis
inconsistent.
29. 2 1a <4—— The augmented matrix for the system.

3 6 b



1
1 =
2 <4— The first row was multiplied by %
3 6 b
1 % %a
9 3 <+—— —3 times the first row was added to the second row.
0 - —-a+b
2 2
L e 2
1 2 <4——— The third row was multiplied by -.
0 1 —-a+=bh ’
B 3 9
10 Za-3b )
1 2 <4——— —- timesthe second row was added to the first row.
0 1 —-a+=bh :
B 3 9
. 2 1 1 2
The system has exactly one solution: x =-a — ;b and y=—-a+ ;b.
1 1 1 a
30. 2 0 2 b <4——— The augmented matrix for the system.
0 3 3 ¢
1 1 1 a
0 -2 0 —-2a+b <4—— —2 times the first row was added to the second row.
0 3 3 c
1 1 1 a ]
b
01 0 a-— 5 <4——— The second row was multiplied by —%.
0 3 3 c |
|'1 1 1 a ]
b
| 010 a—3 <4—— —3 times the second row was added to the third row.
0 0 3 —3a+b+c|
rl 1 1 a ]
010 2 :
a—3 <4——— The third row was multiplied by >
b c
_0 0 1 —a+ > + 3
1 1 0 2a—2-¢]
2 3
b
0 1 0 a-3 <«——— —1 times the third row was added to the first row.
00 1 —a+2+<
L 2 3
1 0 0 a—=
3
b
0 10 a— 3 <4+—— —1 times the second row was added to the first row.
00 1 —a+2+<
L 2 3_

1.2 Gaussian Elimination

29
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The system has exactly one solution: x; = a — g, X, =a-— %, and x3 = —a + g +§ .
31. Adding —2 times the first row to the second yields a matrix in row echelon form [(1) 31)]

Adding —3 times its second row to the first results in [(1) (1)], which is also in row echelon form.

[2 1 3]
32. 0 -2 —29
13 4
[2 1
0 -2 -29 <«——— —1 times the first row was added to the third row.
11 3 21
[1 3 2
0 -2 -29 <«——— The first and third rows were interchanged.
|2 1 3]
[1 3 2
0 -2 -29 <4—— —2 times the first row was added to the third row.
0 -5 -1
[1 3 2]
0 -2 -29 <4——— 3 times the second row was added to the third row.
10 1 86
1 3 2]
0 1 86 <«—— The second and third rows were interchanged.
0 —2 —29]
1 3 2
0 1 86 <«—— 2 times the second row was added to the third row.
0 0 143l
1 3 2]
0 1 86 <4——— The third row was multiplied by ﬁ.
0 0 1.
1 3 0
01 0 <4—— —86 times the third row was added to the second row
0 0 1 and —2 times the third row was added to the first row.
1 0 O
0 1 0 <4——— —3 times the second row was added to the first row.
0 0 1

33. We begin by substituting x = sina, y = cos 8, and z = tany so that the system becomes

x + 2y + 3z = 0

2x + 5y + 3z = 0

-x — 5y + 5z = 0
1 2 3 0
2 5 3 0 <4——— The augmented matrix for the system.
-1 -5 5 0
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1 2 3 0]
[0 1 -3 0 <«——— —2 times the first row was added to the second row
0 -3 8 0 and the first row was added to the third row.
1 2 3 0]
01 -3 0 <4—— 3 times the second row was added to the third row.
0 0 -1 o0l
1 2 3 0]
01 -3 0 <«——— The third row was multiplied by —1.
0 0 1 Ol
1 2 0 0]
01 0 O <«——— 3 times the third row was added to the second row and
0 0 1 ol —3 times the third row was added to the first row.
1 0 0 0]
01 0 O <«—— —2times the second row was added to the first row.
0 0 1 Ol

This system has exactly one solutionx =0, y =0, z=0.

On the interval 0 < a < 27, the equation sin @ = 0 has three solutions: « = 0, ¢ = 7, and a = 2.

On the interval 0 < f < 2, the equation cos f = 0 has two solutions: § = g and § = %ﬂ

On the interval 0 < y < 2m, the equation tany = 0 has three solutions: y =0,y = w,and y = 2m.

Overall, 3+ 2 -3 = 18 solutions (a, ,y) can be obtained by combining the values of «, §, and y listed
Vs Vs

above: (0, > 0) , (n, > 0), etc.

We begin by substituting x = sina, y = cos 8, and z = tany so that the system becomes

2x — y + 3z = 3
4 + 2y — 2z = 2
6x — 3y + z = 9
2 -1 3
4 2 -2 <4—— The augmented matrix for the system.
6 -3 1
2 -1 3
0 4 -8 - <4—— —2 times the first row was added to the second row
0 0 -8 and —3 times the first row was added to the third row.

The third row was multiplied by — é.

—
o N
|
S
|
W
|
SrWOoRW ORW ORW ONW

<4—— 8 times the third row was added to the second row
and —3 times the third row was added to the first row.

<4— The second row was multiplied by %.
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2
—1] <4—— The second row was added to the first row.
0

1
—1] <4— The first row was multiplied by %
0

OoOrRr O OrFr o
oo kOO

This system has exactly one solutionx =1, y=-1, z=0.

The only angles «, 8, and y that satisfy the inequalities 0 < a < 2m, 0 < f < 27,0 <y < w and the
equations

sina =1, cosf =—1, tany =0

T
are a = —

2,B=n,andy=0.

We begin by substituting X = x?, Y = y2,and Z = z? so that the system becomes

X 4+ Y + 7 =6
X — Y + 22 = 2
2X +Y - Z = 3
1 1 1 6
1 -1 2 2 <«—— The augmented matrix for the system.
2 1 -1 3
1 1 1 6
0 -2 1 —4 <«—— —1 times the first row was added to the second row
0 -1 -3 -9 and —2 times the first row was added to the third row.
1 1 1 6]
0 -1 -3 -9 <«—— The second and third rows were interchanged
0 -2 1 -4 (to avoid introducing fractions into the second row).
1 1 1 6]
0 1 3 9 <4——— The second row was multiplied by —1.
0 -2 1 —4]
1 1 1 6]
0 1 3 9 <4—— 2 times the second row was added to the third row.
0 0 7 14l
1 1 1 6]
01 3 9 <«——— The third row was multiplied by %
0 0 1 2.
1 1 0 4]
01 0 3 <4—— —3 times the third row was added to the second row
0 0 1 21 and —1 times the third row was added to the first row.
1 0 0 1]
01 0 3 <4—— —1 times the second row was added to the first row.
0 0 1 2i

We obtain
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X=1 = x=+%1
Y=3 = y=+V3
7=2 = z=+V2
36. We begin by substituting a ==, b = i, and ¢ = i so that the system becomes
a + 2b — 4c =1
2a + 3b + 8 = 0
—-a + 9 + 10c = 5
1 2 —4 1
2 3 8 0 <4—— The augmented matrix for the system.
-1 9 10 5
1 2 -4 1
0 -1 16 -2 <—— —2 times the first row was added to the second row
0 11 6 6l and the first row was added to the third row.
1 2 -4 1]
0 1 —-16 2 <4——— The second row was multiplied by —1.
0 11 6 6l
1 2 —4 17
0 1 -—-16 2 <«——— —11 times the second row was added to the third row.
0 0 182 -16l
1 2 —4 17
0 1 -16 g <4——— The third row was multiplied by L
00 1 —-— "
| 91l

Using back-substitution, we obtain

37.

equation corresponding to (1,7):
equation corresponding to (3, —11):
equation corresponding to (4, —14):
equation corresponding to (0,10):

1 1
27 9
64 16

0 o0

1
3
4
0

1
1
1
1

8 1 91
T IS
54 1 91
b=2+16c=ﬁ = :y=E=a
7 1 13
a=1—2b+4c=—§ = x=a=—7

7
-11
—-14

10

Each point on the curve yields an equation, therefore we have a system of four equations

a + b + ¢ + d = 7
27a + 9 + 3¢ + d = -11
64a + 16b + 4c + d = -14

d = 10

<4——— The augmented matrix for the system.

33
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1 1 1 7]
—-18 —-24 -26 -200
—48 —60 —63 —462

13 100

9
—63 —462

SO o R OO0 OR
o
o
[N
[N
o

|
N
o
|
o))
S Owlin

S o or OO o R

(= T R S N e R R

O R wlhakkr O B wlakE

milzoim Rru|3o|hm
~

| e
S

(e}
O Wb =

o

co R R

—o o o
|

cocoRr cooR

cCorRro CcoR R

oOR oo OR OO

—mo 00 RroOoO
[

—27 times the first row was added to the second row
and —64 times the first row was added to the third.

The second row was multiplied by 711—8_

48 times the second row was added to the third row.

The third row was multiplied by i

— S times the fourth row was added to the third row,

—g times the fourth row was added to the second row,
and —1 times the fourth row was added to the first.

—%times the third row was added to the second row and
—1 times the third row was added to the first row.

—1 times the second row was added to the first row.

The linear system has a unique solution: a =1, b = —6, ¢ = 2, d = 10. These are the coefficient
values required for the curve y = ax3 + bx? + cx + d to pass through the four given points.

Each point on the curve yields an equation, therefore we have a system of three equations

equation corresponding to (—2,7):
equation corresponding to (—4,5):
equation corresponding to (4, —3):

53
The augmented matrix of this system [41
25

53¢ — 2b + 7¢c + d = 0

41la — 4b + 5¢ + d = 0

25 + 4b — 3¢c + d = 0
7 1 0

5 1 Ol has the reduced row echelon form
-3 1 0
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1
1 00 EO
2
010—ﬁ0
4
_001—50_

If we assign d an arbitrary value t, the general solution is given by the formulas

= 1t b_zt _4t d=t
A= 729" P79 €T30 47

(For instance, letting the free variable d have the value —29 yieldsa =1, b = —2,and ¢ = —4.)

Since the homogeneous system has only the trivial solution, its augmented matrix must be possible to
1 0 0 O

reduce via a sequence of elementary row operations to the reduced row echelon form [0 1 0 0]
0010

Applying the same sequence of elementary row operations to the augmented matrix of the
1 0 0 r

nonhomogeneous system yields the reduced row echelon form [0 1 0 sl where 7, s,and t are
0 0 1 ¢t

some real numbers. Therefore, the nonhomogeneous system has one solution.

(@) 3 (this will be the number of leading 1's if the matrix has no rows of zeros)
(b) 5 (ifall entries in B are 0)
(c) 2 (this will be the number of rows of zeros if each column contains a leading 1)

(@) There are eight possible reduced row echelon forms:

1 0 0][1 0 rl[1 r O 01 0 1 r7[0 0 1 0 0O
[0 1 Ol [ l [0 0 1] [0 0 Ol [0 0 1] [ 0 0], [0 0 Ol and[ 0 Ol
0 0 1110 o ollo o oflo o ofllo 0 O 0 ollo 0 O 0 0O
where r and s can be any real numbers.

(b) There are sixteen possible reduced row echelon forms:
1 0 0 OJft 0 0 r]f1 O »r O]Jf1T O r ¢t]J[1 r O O][1L r O s]
01 0 0/]0 1 0 s/J0 1 s O0]]0 1 s uff0O O 1 Off0 0O 1 ¢
0 0 1 offo 0 1 ¢tf|J]0O 0 O 1/|0 O O O)]O O O 1|0 O O Of
0 0 0 1110 0 0 ollo o 0 ofl0 0 0o oflO O O OllO O O Ol
(1 r s O][1 r s ¢t]JJO 1 O O]J[0 1 O ][O 1 r O[O0 1 r =]
0 0 0 1]/0 0 0 O)JJ0O O 1 O)JJ0 O 1 s|JO O O 1]]0 O O O
0 0 0 0/J0 O O O)]0O O O 1/]0 O O O)]0O O O O[]0 O O OFf
0 0 0 010 0 0 Oll0O 0 O OflO O O OllO 0 O ofl0O 0O O Ol
0 0 1 0]Jfo 0 1 r]JJ0O O 0O 1] 0 0 0 O
0 0 0 1]]/0 0 0 O0)JJ0 O O O and IO 0 0 O
0 0 0 Oo/fo 0 0 of|0o 0 0 Of 0 0 0 Of
0 0 0 0110 0 0 Oll0O 0 O ol 0 0 0 O

where 7, s, t,and u can be any real numbers.
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42. (a) Either the three lines properly intersect at the origin, or two of them completely overlap and the
other one intersects them at the origin.

(b) All three lines completely overlap one another.

43. (@) We consider two possible cases: (i) a = 0, and (ii) a # 0.

(i) If a = 0 then the assumption ad — bc # 0 implies that b # 0 and ¢ # 0. Gauss-Jordan

elimination yields

[0 b] We assumed a = 0
c d

c d :

[ ] The rows were interchanged.

0 b

1 4 1

[ C] The first row was multiplied byzand

01 the second row was multiplied by :—J (Note that b,c # 0.)
1 0 a .. .

0 1 - times the second row was added to the first row.

(ii) If a # 0 then we perform Gauss-Jordan elimination as follows:

¢

:

QU ™

Belg

]

The first row was multiplied by &

—c times the first row was added to the second row.

The second row was multiplied by !

ad-bc’
(Note that both a and ad — bc are nonzero.)

b .. .
—E] times the second row was added to the first row.

In both cases (a = 0 as well as a # 0) we established that the reduced row echelon form of

c

[a Z] is [(1) (1)] provided that ad — bc # 0.

(b) Applying the same elementary row operation steps as in part (a) the augmented matrix

[Z Z Ilc] will be transformed to a matrix in reduced row echelon form [(1) (1) Z] where p
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and q are some real numbers. We conclude that the given linear system has exactly one solution:
X=p y=4q

True-False Exercises

()
(b)

(0
(d

(e)
((§]
(8)

(h)

()

True. A matrix in reduced row echelon form has all properties required for the row echelon form.

False. For instance, interchanging the rows of [(1) (1)] yields a matrix that is not in row echelon form.

False. See Exercise 31.

True. In a reduced row echelon form, the number of nonzero rows equals to the number of leading 1's.

The result follows from Theorem 1.2.1.

True. This is implied by the third property of a row echelon form (see p. 11).

False. Nonzero entries are permitted above the leading 1's in a row echelon form.

True. In a reduced row echelon form, the number of nonzero rows equals to the number of leading 1's.

From Theorem 1.2.1 we conclude that the system has n — n = 0 free variables, i.e. it has only the

trivial solution.

False. The row of zeros imposes no restriction on the unknowns and can be omitted. Whether the

system has infinitely many, one, or no solution(s) depends solely on the nonzero rows of the reduced

row echelon form.

False. For example, the following system is clearly inconsistent:

x+y+z=1
x+y+z=2

1.3 Matrices and Matrix Operations

(@)
(b)
(9
(d)
(e)
()
(@)
(b)
(9
(d)
(e)

Undefined (the number of columns in B does not match the number of rows in A)
Defined; 4 X 4 matrix
Defined; 4 X 2 matrix
Defined; 5 X 2 matrix
Defined; 4 X 5 matrix
Defined; 5 X 5 matrix
Defined; 5 X 4 matrix
Undefined (the number of columns in D does not match the number of rows in C)
Defined; 4 X 2 matrix
Defined; 2 X 4 matrix

Defined; 5 X 2 matrix
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(f) Undefined (BAT isa 4 X 4 matrix, which cannot be added toa 4 X 2 matrix D)

(@)

(b)

(0

(d)
(e)

()

(8)

(h)

()

0)

(k)
M
()

(b)

146 5+1 243
—1+(-1) 0+1 142
344 241 4+3

1-6 5-1 2—3]

7 6 5
[—2 1 3]

7 3 7
=5 4 -1

0 -1 -1

-1 1 1

-1-(-1) 0-1 1-2
-4 2-1 4-3

3
53
5-(-1) 5- 2] [5 10]
5-1

[—7-1 =74 =7-21_[ -7 —-28 -—14
- -7-1 =7-5 -21 -7 =35

Undefined (a 2 X 3 matrix C cannot be subtracted froma 2 X 2 matrix 2B)

4-6 4-1 4-3 2-5 2-2 24—2  4-10 12-4
4-(-1) 4-1 42] |2(1) 2-0 21] [4 (-2) 4-0 8-2

4-4 4.1 4-3 2:2 2-4 16—6 4—-4 12-8
22 -6 8
=[—2 4 6]
10 0 4
15 2] [2:6 2-1 2-3 1+12 542 246
—3([—1 0 1|+|2-(-1» 2-1 2-2D=—3 —14(=2) 0+2 1+4
3 2 4l [2-2 2:1 2-3 348 2+2 446
-3-13 -3.7 -3-8 -39 —21 -24
—[—3-(—3) -3.-2 -3- 5]=[ 9 —6 —15]
-3-11 -3-4 -3- -33 —12 -30
3-3 0
[ 1-(-1) 2— l [ ol
1-1  1-1 0
1+0+4=>5

;_x

1 5 2 31 3-3 1-18 5-3 2-9
tr([ 1 0 l [3 (-1 3- 3- 2]>—tr<[—1—(—3) 0-3 1—6])
3 2 31 3-3 3—-12 2—-3 4-9
-17 2
=tr<[ 2 -3 —5D=—17—3—5=—25
-9 -1 -5

ar([70 TP =au (B 17]) = 48+ 10 =442 = 168

Undefined (trace is only defined for square matrices)

2[ 1 1]+[1 4 z] 2:3+1 2-(-1)+4 2-1+2]= 7 2 4
0 3 1 2-0+3 2:2+1 2-1451 13 5 7
1 -1 3] [6 -1 -1-(-1) 3-4] [-5 0 -1
5 0 2[-|1 1 5—1 0-1 2-1|=| 4 -1 1
2 1 4 13 2 2-3 1-2 4-31 l-1 -1 1

|



(c

N

(d)

(e)

U

(8)

(h)

0)

(k)

M

1.3 Matrices and Matrix Operations
1-6 5-1 2-3\" /-5 4 -1\" [-5 0 -1

(—1—(—1) 0-1 1—2) =< 0 -1 —1) =1 4 -1 1
3—-4 2—1 4-3 -1 1 1 -1 -1 1

Undefined (a 2 X 2 matrix BT cannotbe added toa 3 X 2 matrix 5CT)

1 1 1 3 3 1 3
A I N e N
14 11 —1-(—1) Tol=l242 1312 2 ¢
2 2 4 4 1 2 2 4
1 1
1.5, 1, -1 -1 _1 5_1 3 9
lg z 3 5J 4 4 ll 4 2 4J l 4 4J
4 -1 - -1-0 0o -1
P R [_( b 2-9=18 7l
6 —1 4- —1 3 2:6 2-(-1) 2-4 31 3:(-1) 3-3
-3 2-1 2-1 2-11—13-5 3:0 3-2
2-3 2-2 23 3-2 3-1 3-4
2—3 —2—( 3) 8 9 9 1 -1
[2—15 2—0 l [13 2 —4]
—12 0 1

UREERL k3 e dlbe sy
(R R EEE RS

2—15 2—-0 2—6
6—6 4-3 6—12

1-D-A-D+@2-3) 1-5+%-0+(2-2) (1-2)+(4.1)+(2.4)] ? 1 ;
G- D-A-D+G-3) B5H+A-0+(G-2) B-D+A-D+(G-4) _4 1 3
6 1 3
14
2
S| E

[ B-6)—(9-1)+(14-4) B-D+0O-D+14-1) 3-3)+(9:2)+(14-3)
T1l(17-6)—=(25-1)+ (274 (A7-1D)+R5-1)+27-1) (17-3)+(25:2)+(27-3)
[ 65 26 69
“ 1185 69 182

Undefined (a 2 X 2 matrix B cannot be multiplied by a 3 X 2 matrix A)

(S .

<I(1-6)+(5 1)+(2 3) —1-D+G-1D+2-2) (1-4)+(5-1)+(2-3)D

—(1-6)+(0-1D+(1-3) (1-D+0O0-D+(1-2) —-(1-4+(0-1)+(1-3)
B-6)+2 D+#-3) -G D+C2-D+4-2) G-H+2 1)+ (4-3)

17 8 15
=tr<l—3 3 -1

32 7 26

>:17+3+26:46

Undefined (BC isa 2 X 3 matrix; trace is only defined for square matrices)

39
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[ B3-H+(0-0) -B-D+(0-2)] 112 -3
5 @ [-1-49+@2-0 1-1D)+2-2) =[—

| 1-49)+@1-0) -1-1D)+(@1-2)

(b) Undefined (the number of columns of B does not match the number of rows in A4)
36 3-1 3-3][ 1 5 2
© |[3:(-1 3-1 3-2[—1 0 1]
3.4 3-1 3-3/L 3 2 4
(18-1D—(3-1)+(9-3) (18-5+(3-0)+(9-2) (18-2)+ (3-1)+(9-4)
—I—(3-1)—(3-1)+(6-3) ~(3-5)+(3-0)+(6-2) —(3-2)+(3-1)+(6-4)‘
(12-D=G-D+©9-3) (12:5+@-0)+(9-2) (12-2)+(3-1)+(9-4)
42 108 75
=[12 -3 21]
36 78 63
B-4)+(0-00 —B3-1)+(0-2) 12
@ [-a-H+@-0 a-D+e 2| T f= [ l[é 12
1-4+@-00 —(1-D+(1-2)
(12-1)-(3-3) (12:4)-(3-1) (12:2)—(3-5) 3 9
—@4-1D)+(5-3) -4 4H+G-1) —@4-2)+(5-5|= [1 —11 17]
G- D+01-3) G-4H+1-1) (@4-2)+(1-5) 7 17 13
3 0 3 0
“4-HD-(@1-3) ¢G-49v9-@1-1) “-2)-(@0-5) 1 15 3
(e) [‘1 fl 0-1D+2:3) (0-4)+2-1) (0-2)+(2- 5)] ll 2][6 2 10
G- 1)+(0-6) (3-15)+(0-2) (3-3)+(0-10) 9
~1-D+@2-6) —(1-15)+(2-2) —(1-3)+(2-10)| = I1 —11 17]
A-D+@0-6) (1-15)+(1-2) (1-3)+(1-10) 13
14 () 3 [(1-1)+(4-4>+<2-2) (1-3)+(4-1)+(2-5)]_[21 17
M |34 5 G D+1-H+G-2) G-D+A-D+G-5)]" 117 35
[((1-3)-G-D+R21) @@-0+(G-2)+2-1 0 _2 "
@® ([-@3»-0D+aD -0+ D+ —[1 o
| 3-3)-@2-D+@-1)  GB-0)+2-2)+ 4 1)
13 1-4)+@3-0) —(1-1D+@3-2)
) <4 1][3‘ _%D[g _% N=la-n+a-0 -@D+a-2) [(3) _% 1
2 s 2-4)+G-0) —2-1D+(5-2)
4 5 4-3)+G-0) —-@ - D+G-2) @G- D+G-1)
=[16 —2][3 ]_ (16-3) = (2-0) —(16-1)—(2-2) (16-1)—(2-1)
8 8 8-3)+(8-0) —(B-1)+(8-2) (8-1)+(8-1)
12 6 9
=[48 -20 14]
24 8 16
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15 211 -1 3
0] tr([—l 0o 1||5 o ZD
3 2 4llz2 1 4
A1-D+G-5+22) —-1-D+G-0+2-1) (A-D+G-2)+(2-4)
—1-1D+0-5+1-2) A-D+0-00+1-1) —(1-3)+0-2)+(1-4)
G D+2-5+4-2) -GB-D+2-0+@-1) G-D+@2-2)+4-4)
([1 2
21 1
6 —1 15 2
(4[1 1 l I1 0 1
3 2 3 2 4

30 1 21
23 -9 14

tr( 5 4 >—23+4+8=35
9 6 8

l>—30+2+29=61

4-6-1 4-(-1)=5 4-4-2
>=tr<[4-1—(—1) 4-1-0 4-1—1])

G tr
4-3-3 4-2-2 4-3-4

1 3 6 —1 4
& trf|a 1]3 R ) PR 1])
2 5[0 2 1] 3 2 3
[(1-3)+(3-0) —(1-D+(B-2) A-D+GB-D] [2:6 2-(-1) 2-4
tr] [(4-3)+(1-0) —-@-1D)+1-2) @G-D+A-D|+]2-1 2-1 2-1]
2:3)+(G0) -2 D+G-2) @ D+G-1)] 123 22 2-3

/——\/\/—\/\

[ 3 5 4] 12 -2 8 15 3 12
tr{ 12 -2 5|+ 2 2 2|>=tr<[14 0 7|>=15+0+13=28
) 8 7] 6 4 6 12 12 13
6 1 311 3 3 0
m —1 1 2[4 1]) [ 1 2]
4 1 3112 5 1 1
(6 D+A-H+32) 6-D+A-D+35NT 3 0
-1-D+@-49+2-2) —-1-3)+@-1)+(2-5) [ 2]
(4 D+(1-4)+@3B-2) “4-3)+01-1)+@3-5) 11
16 34 3 0 3 0
12|35 2 2))
14 28 1 1
. <(16 3)—(7-1)+(14-1) (16-0) + (7-2) + (14 1)])
“T\G4-3)-8-1)+(28-1) (34-0)+(8-2) +(28-1)
=tr(122 ii])_55+44—99
1 -1 6 1 3 2:1—6 2-(-1)—1 2-3-3 3 0
6. (a) <2[5 0 l [1 1 ZDl l IZ 5-(-1) 2-0-1 2-2—2”—1 2]
2 1 4 1 3 2:2—4 2:1-1 2:4—-3 1 1

[1 -1 2 1 2 11-3)+@1-H)+2-1) (11-00-(@A-2)+(2-1)
1 5 11 0-3))-1-D+G-1) O0-0+1-2)+(5-1)

4
1
0
-6 -3
[36 Ol
4

7

-3 3” 3 0] [—(4 3)+B-D+B-1) —(4'0)—(3'2)4—(3'1)‘
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(b)

(9]

(d)

(e

U

Undefined (a 2 X 3 matrix (4B)C cannotbe addedtoa 2 X 2 matrix 2B)

T
)+5

-1-D+2-3) -1-49H)+2-1) —-A-2)+(2-5)
a-D+@-3) a-4H+@a-1 1-2)+(@1-5)

5 0 2
2 1 4

( [(3-1)+(0-3) B34)+@0-1) (3B-2)+(0-5) 1 -1 31

3 12 6]\ [5'1 5:(-1) 5-3 -3 -5 —4 5 -5 15
=|-[5 -2 8|] +]|5-5 5.0 5-2|=|-12 2 -=5[+]25 0 10
4 5 7 5.2 5-1 5-4 -6 -8 -7 10 5 20

—345 —5+(=5) —4+15 2 —10 11
=|-124+25 240 —5+10=[13 2 5]
—6+10 —8+45 —7+420 4 -3 13

— — . . . T
b 2l 2 -G 20 28]
C([(4-3)=(1-0) —4-1)—-(1-2) (4-1)-(1-1D] [2 8 4>T

_((0-3)+(2-0) —(0-1D)+(2-2) (0-1)+(2-1)]_[6 2 10

=([102 —2 3]_[2 8 4)T=(12—2 —-6-8 3-4 )T

6 2 10 0—-6 4-2 2-10
T 10 -6
(1 [
-1 -8

1 3 30
4 0111 4 2 3 -1 1
[—1 2<[3 15 3 él_[o 2 1][_1 iD
_[ 4 0({(1-1)+(4-4)+(2-2) 1-3)+@- 1D+ (25
-1 2@ D+@-H+G5G2) B-3)+(@-1)+(5-5)
B-D+A-D+(1-1) (3-0)—(1-2)+(1-1)D
o) -@-D+A1D) (0-0)+@2-2)+(1-1)
4 0121 177 [11 -1 4 01[ 21-11 17—-(-1) 4 0
:[—1 2 ([17 35]_[—1 5]):[—1 2”17—(—1) 35-5 ]=[_1 z]
(4-10)+(0-18) (4-18)+(0-30) ] _r40 72

_[—(1-10)+(2-18) —(1-18)+(2-30)] 26 42

6 —1 4 6 1 31T 1 5 21N\T
1 11—(—112—101)
3 2 3 4 1 31l 3 2 4

1-6)-1-)+B-3) -1-rH)-1-D+B2) 1-9H)-A-1)+@3E-3)
=({G-6)+0-D)+2-3) -G-D+O-D+2-2) G-H+O-1)+(2-3)
26)+1-D)+H-3) -2-HD)+A-D+HA-2) C-H+A-D+A-3)

ol

0 2

[1—13
2 1 4

—A-D-1-D+@2-3) —A-5)+0-0+@2-2) —1-2)+1A-1)+(2-4)

l(6-1)—(1-1)+(3-3) 6-5+1-0+@3B-2) (6-2)+1-1)+3-4)
4-1)-1-D+B:3) (@A-55+1-0+3B2) A-2)+1-D+B-4)

14 4 12 14 36 25)\" 14 4 12 14 4 12 0 0
=136 -1 26 —( 4 -1 7) =136 -1 26|—(36 -1 26(=|0 O
25 7 21 12 26 21 25 7 21 25 7 21 0 0

10 18]
18 30

0
0
0

)



(@

(b)

(0

(d

(e)

U

()

(b)

()

1.3 Matrices and Matrix Operations

6 -2 4
firstrow of AB = [firstrowof A]|B =[3 -2 7] [0 1 3]
7 7 5

[B3:6)—(2:-0)+((7-7) —-3-2)—2-1D)+@7-7) B3-4)—-(2-3)+(7-5)]
[67 41 41]

6 -2 4
third row of AB = [thirdrowof A]B =[0 4 9] [0 1 3]
7 7 5

[(0-6)+(4-00+(9-7) —(0-2)+(4-1)+O-7) (0-4)+(4-3)+(9-5)]
=[63 67 57]

second column of AB = A [second column of B]

3 =2 71[-2 -3-2)-2-D+(@7-7) 41
=[6 5 4] 1=|-6-2)+G-1)+4-7) =|21l
0 4 9l 7 —0-2D+@-D+0O-7) 67

first column of BA = B [first column of 4]

6 —2 41[3 (6:3)—(2:6)+(4-0) 6
=[0 1 3l6=(0-3)+(1-6)+(3-0)=[ l
7 7 s5llo (7-3)+(@7-6)+(5-0) 63

3 =2 7
third row of AA = [thirdrowof A]A =[0 4 9] I6 5 4]

0 4 9
=[(0-3)+(4-6)+((9-0) —(0-2)+(4-5+094) O-7DH+(4-4)+(9-9)]
=[24 56 97]

third column of AA = A [third column of 4]

3 =2 71171 [BD-Q-H+7-9D] (76
=[6 5 4] 4l=6-7)+G-4)+4-9) =[98]
0o 4 9llol [0-D+@-9+©9-9| lo7

first column of AB = A [first column of B]

3 —2 7161 [B3-6)=(@2-0)+(7-7] [67]
=16 5 4(|lol=16-6)+(G-0)+4-7)|=|64
0 4 9ll7] [(0-6)+(#4-0)+(-7)]| le63l

third column of BB = B [third column of B]
6 —2 4] [4' [((6°4)—(2:3)+(4-5)] [38]

=0 1 3|[3]|=|00-4)+1-3)+(3-5)|=]18
7 7 5151 |(7-4)+(7-3)+(5-5)] 1741
6 -2 4
second row of BB =[secondrowof B]|B =[0 1 3] |O 1 3]
7 7 5

[(0:6)+(1-0)+@B-7) —(0-2)+(1-1D)+@B-7) (0-4)+(1-3)+(35)]
[21 22 18]

43
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(d) first column of AA = A [first column of 4]

3 -2 71131 [B3-3)-@2-6)+(7-0] [-3
=l6 5 4|l6|=]6-3)+G 6)+“-0)]|= 48]
o 4 9llo] [(0:3)+@ 6)+(9-0) L24

(e) third column of AB = A [third column of B]

3 -2 71141 [G-H-2-3)+ 75| [41
=16 5 4113[=|(6-4)+(5-3)+(4-5)] =59
0 4 9llsl [0-9H+@-3)+@©-5]| 57
3 =2 7
(f) firstrowof BA = [firstrowof B]A =[6 -2 4]|6 5 4
0 4 9
=[(6:-3)—(2:-6)+(4-0) —(6-:-2)—2-5+0(4-4) (6:7)—2-4)+4-9)]
=[6 -6 70]
3
9. (a) firstcolumnof AA =3|6|+6 +0
0
3 12
second column of AA =-2|6|+5 5 +4 29
O 56
3
third column of A4A =7|6 +4 +9
0
6
(b) firstcolumnof BB =6|0|+0 +7
7
6 14
second column of BB = —2 (0 +1 1 +7 3 =122
7 28
6
third column of BB =4(0|+ 3| 1|+5]|3|=
7
3 67
10. (a) firstcolumnof AB =6|6|+0 = |64
0 63
3
second column of AB =-2|6]|+1 + 7
0
3 -2 41
third column of AB =4|6|+ 3 5 59
0 9 57
6 -2 6
(b) firstcolumnof BA =3(0|+6] 1 +0 6
7 7 63
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14.
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16.

17.

18.
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20.
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6 -2
second column of BA = —2 +5 1 +4 [ l
7
6
third column of BA =710 +4 +9
7 122
2 -3 5 [X1 -3 5 7
@ A=|9 -1 1|, x=|[x2, b= —1; the matrix equation: —1 1 =|-1
11 5 4 | X3 0 1 0
[4 0 -3 1] X1 1 4 0 X1 1
_ 15 1 0 -8 _|*2 _131. . .15 1 0—8x2_3
(b) A= 2 _s 9 —1| X = X3 ,b= ol the matrix equation: ) 5 9 —1|lx:l= o
10 3 -1 7] X4 2 0 3 -1 71 1[Xs 2
A I L e [
= = |X = : i ion: X | =
@ A 0 -3 al ¥ xz, b 1l the matrix equation: 0 -3 4 [le 1
1 0 1 3 5 1 0 117 Ls
[ 3 3 3 [X1 -3 3 3 37 [*1 -3
(b) A=|-1 -5 =2|, x=|X2|, b=| 3|; thematrixequation: (-1 -5 =2[[X2[=| 3
L 0 —4 1 | X3 0 0 —4 11Lx3 0
(@ 5x; + 6x, — 7x3 = 2 M x + y + =z = 2
—x; — 2x, + 3x3 = 0 2x + 3y = 2
4x, — x3 = 3 5 — 3y — 6z = -9
(a) 3%, — x, + 2x3 = 2 (b) 3w — 2x + z =0
4x; + 3x, + Tx3 = -1 5w + 2y — 2z =0
—2x; + x, + 5x3 = 4 3w + x + 4y + 7z = 0
-2w + 5x + y + 6z 0
1 1 017k k+1
[k 1 11{1 o 2 |[1|=[k 1 1l|k+2|=k?*+k+k+2-1=k*+2k+1=(k+1)2
0 2 -—-3/11 -1

The only value of k that satisfies the equation is k = —1.

1 2 0
[22k]203”l[22k

0 3 1

3k + 4
k+6

=k?+ 12k +20 = (k + 10)(k + 2)

The values of k that satisfy the equationare k = —10 and k = —2.

[‘2}][0 1 2]+[:ﬂ[—2 3 1]=[g

[2][1 4 1]+[:§][—3 0 2]=[2
o 2+Bo 4+ o

[(1)] 2 —1]+ [_‘ZL] [4 0]+ [é] [

-l

A R E i Bl K]

0 0,16 O 3 —4
16 4719 o —6]_[13 16 -2

al *lis 20+ [0 36l [ié o

+

1]=[2 —(1)]+E?3 ] [5 —5 [18 _2
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X1 [37 —4s — 2t 'O] —3r —4g —2¢ '0] -3 —4 -2
X, A 8| r [ 0] 0} 3| 1 [ 0] 0}
x3| _ —as _ 0|, |-2s 0| _ 0 -2 0
21 |y |= s _8|+ ol 1 ol 0—8|+r ol 75| 117 o
t
I T O I O I T B O A O
6 3 L3 -3
X171 [—3r—4s—2t] [-3r] [—4s] [-2t -31 4 -2
X r r 0] 0 1 0 0
x3| _ —2s _| o] [-2s of__| o -2 0
22. |, |= ; =1 ol Sl o=l ol 1t o
Lxs t 0 0 l tJ [ 0 0 l 1J
xel L 0 1L ol 0 0 0 0 0

23. The given matrix equation is equivalent to the linear system

a=4
3=d-2c
-1=d+2c
a+b=-2

After subtracting first equation from the fourth, adding the second to the third, and back-substituting,
we obtain the solution: a =4, b=—-6,c=—-1,and d=1.
24. The given matrix equation is equivalent to the linear system

a — b =
a + b

I
N o

c + 3d
— ¢ + 2d

6

After subtracting first equation from the second, adding the third to the fourth, and back-substituting,

we obtain the solution: a = 2, b= —Z, c= 2 ,and d = E.

2 2 5 5

25. (a) Iftheithrow vectorof Ais [0 --- 0] then it follows from Formula (9) in Section 1.3 that

ith row vectorof AB = [0 - 0]B = [0 - 0]

0
(b) Ifthe jth column vector of B is Il then it follows from Formula (8) in Section 1.3 that
0

0 0
the jth columnvectorof AB = A|:| = [l
0 0
aq 0 0 0 0 0 A1 A1z 413 A1a Q15 Qg6
00 ajy, 0 0 0 0 0 ax a3 Gz G5 Az
0 0 az; O 0 0 0 0 aszz as, azs ase
26. @ | o o 0 a4, 0 o0 ®)| 0 0 0 ay ass
0 0 0 0 as oJ l 0 0 0 0 ass ase
0 0 0 0 0 ag lo 0o 0o 0 0 agl
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