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CHAPTER 3.
STATISTICS AND TIME SERIES

SOLUTIONS

by
Wei Lin and Yingying Sun

(University of California, Riverside)

Exercise 1
a. Let RPCFE and RDPI denote “real personal consumption expenditure” and “real disposable
personal income” respectively. Their growth rates are calculated as follows,

G_RPCE, = 100 x [log(RPCE,) —log(RPCE,_,)|
G_RDPI, = 100 x [log(RDPI,) —log(RDPI,_1)].

Figure (1] and Figure [2| plot G_RPCE,; and G_RDPI; respectively. From visual inspection of the
graphs, we can see that the growth rate of consumption has a lower volatility when compared
with the volatility of the growth rate of disposable income. G_RPCEFE fluctuates mainly within
+2%, while G_RDPI within +4%. This phenomenon can be explained by the permanent income
hypothesis, which argues that people, preferring a smooth path for consumption, will base their con-
sumption on an average of their income over time rather than on their current income. Therefore,
a large fluctuation in the current disposable income will only translate into a smaller fluctuation in
consumption expenditure.
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Figure 1: Time Series Plot of G_.RPCE
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Figure 2: Time Series of G_.RDPI

b. Estimate the following regression model in EViews,

G_RPCE; = By + B1G_RDPI, + u,.

2013

Table [I| reports the estimation results. In the model, both estimates of the intercept and the
coefficient of the growth rate of disposable income are statistically significant (their p-values are 0).
The adjusted R-squared is approximately 0.052, meaning that about 5% of total sample variation
of the dependent variable G_RPCE is explained by the independent variable G_RDPI. Observe
that a very statistical regressor does not imply necessarily a great fit. The estimate Bl = 0.17
means that, on average, 1% monthly increase in the growth rate of real disposable income results
in 0.17% increase in the growth rate of real personal consumption, giving some support for the

permanent income hypothesis.

Dependent Variable: G_RPCE
Method: Least Squares

Sample (adjusted): 1959M02 2012M04
Included observations: 639 after adjustments
Newey-West HAC Standard Errors & Covariance (lag truncation=6)

Variable Coefficient Std. Error t-Statistic Prob.

C 0.225422 0.020710 10.88443  0.0000
G_RDPI 0.174567 0.037659 4.635497  0.0000
R-squared 0.053117 Mean dependent var 0.271757
Adjusted R-squared 0.05163 S.D. dependent var 0.546044
S.E. of regression 0.531761 Akaike info criterion 1.57788
Sum squared resid 180.1243 Schwarz criterion 1.591839
Log likelihood -502.133 F-statistic 35.73339
Durbin-Watson stat  2.377045 Prob(F-statistic) 0.000000

Table 1: Regression Results for Exercise 1b
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¢. Add a lag of the growth in disposable income to the equation estimated in b, and estimate the
following regression model,

G_RPCE, = By + f1G_RDPI, + BsG_RDPI,_1 + u;.

Table [2| reports the estimation results. The estimate of the coefficient of the newly added lagged
term (G_RDPI,_1) is statistically significant with p-value less than 0.18%. Therefore, there may be
a response of consumption growth to changes in income growth over time: 1% increase in growth
in disposable real income in the last period on average results in a 0.08% increase of growth in real
personal consumption in the current period. If we add the impact effect (0.187) and the one-month
lag effect (0.082), we have a total marginal effect on consumption growth of 0.27%, which is larger
than that in Table 1.

The student may want to experiment with additional lags in the regression model and check whether
there is statistical evidence for a one-to-one effect of income on consumption.

Dependent Variable: G_.RPCE

Method: Least Squares

Sample (adjusted): 1959M03 2012M04

Included observations: 638 after adjustments

Newey-West HAC Standard Errors & Covariance (lag truncation=6)
Variable Coefficient Std. Error t-Statistic Prob.

C 0.19887 0.02333 8.524343  0.0000
G_RDPI 0.187269 0.036346 5.152463  0.0000
G_RDPI(-1) 0.08286 0.026384 3.140473  0.0018
R-squared 0.064791 Mean dependent var 0.270540
Adjusted R-squared 0.061846 S.D. dependent var 0.545605
S.E. of regression 0.528464 Akaike info criterion 1.567006
Sum squared resid 177.339 Schwarz criterion 1.587970
Log likelihood -496.875 F-statistic 21.99642
Durbin-Watson stat  2.409702 Prob(F-statistic) 0.000000

Table 2: Regression Results for Exercise 1c

Exercise 2
Let C'PI denote the monthly Consumer Price Index. The monthly inflation rate INFLRATE is,

INFLRATE; = 100 x [log(CPI;) — log(CPI,_1)].

Let NOMRATE_ANN denote the 3-month T-bill interest rate downloaded from the FRED. Note
that the interest rate is annualized, therefore, the corresponding monthly interest rate NOM RATFE
should be,

NOMRATE,; =100 x

NOMRATE_ANN, \ 2
1+ o _1] .

Then, the ex post monthly real interest rate REALRATE is the difference between monthly
nominal interest rate NOM RAT E; and monthly inflation rate INFLRATE;,

REALRATE; = NOMRATE, —INFLRATE,.

Add the real interest rate to the regression model in Exercise 1b,

G_RPCE; = By + /1G-RDPI, + By REALRATE; + u;.
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Tablereports the estimation results. The estimate of the coefficient of real interest rate, Bg =0.24,
is statistically significant with p-value around 1.9%, and it shows that 1% increase in real interest
rate will on average increase the growth in real personal consumption by 0.24%. The economic
interpretation for this result can be explained as follows. As real interest increases, the interest gains
from people’s investments will accrue faster. This will have both substitution and wealth effects. On
one hand, higher interest rate means that the opportunity cost of consumption becomes higher, and
people should consume less and invest more (substitution effect). On the other hand, higher interest
rate also means that people’s wealth increases and they will increase consumption accordingly
(wealth effect). Since the estimate BQ is statistically significant and positive, we conclude that the
wealth effect dominates.

The student may also augment the regression with lags of real disposable income and real interest
rate along the lines of Exercise 1.

Dependent Variable: G_.RPCE

Method: Least Squares

Sample (adjusted): 1959M02 2012M04

Included observations: 639 after adjustments

Newey-West HAC Standard Errors & Covariance (lag truncation=6)
Variable Coefficient Std. Error t-Statistic Prob.

C 0.209677 0.019718 10.634 0.0000
G_RDPI 0.156575 0.038106 4.108891  0.0000
REALRATE 0.237827 0.100984 2.355103  0.0188
R-squared 0.067471 Mean dependent var 0.271757
Adjusted R-squared 0.064539 S.D. dependent var 0.546044
S.E. of regression 0.52813 Akaike info criterion 1.565734
Sum squared resid 177.3937 Schwarz criterion 1.586673
Log likelihood -497.252 F-statistic 23.00817
Durbin-Watson stat  2.370345 Prob(F-statistic) 0.000000

Table 3: Regression Results for Exercise 2

Exercise 3

a. U.S. real GDP

Plot: Refer to Figure

Definition: Real Gross Domestic Product is the inflation adjusted value of the goods and services
produced by labor and property located in the United States.

Periodicity: Quarterly frequency, 1947Q1 - 2012Q1.

Units: Billions of chained 2005 dollars.

Stationary: Real GDP exhibits a clear upward trend with occasional local dips (recessions) and
local peaks (expansions). Though we have plotted the numerical sample mean (blue line), this
statistic is meaningless as this is not by any means a measure of centrality of the series. The
underlying stochastic process is not first order stationary.

b. The exchange rate of the Japanese yen against U.S. dollar

Plot: Refer to Figure 4]

Definition: Japan/U.S. foreign exchange rate refers to noon buying rates (1 U.S. dollar) in New
York City for cable transfers payable in foreign currencies (Japanese yen).

Periodicity: Daily frequency, 1971-01-04 to 2012-06-01.

Units: Japanese yen to one U.S. dollar.

Stationary: There is a downward trend in the series. Prior to 1977, the exchange rate was around
300; from the late 1970s to mid 80s, the rate fluctuated around 230; and thereafter, the Japanese
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Figure 3: Time Series Plot of RGDP

yen kept appreciating to levels below 100. Once again, we plotted the sample mean value but with
such a pronounced trend, there is no meaning for this average value. The process is not first order
stationary.

c. The 10-year U.S. Treasury constant maturity yield

Plot: Refer to Figure

Definition: Yields on actively traded non-inflation-indexed issues adjusted to constant maturities.
Periodicity: Daily frequency, 1962-01-02 to 2012-06-07.

Units: Percentage (%).

Stationary: Overall there is not a clear trend though, before the mid 1980s, the interest rate was
trending upwards, and after, it slowly decreased from 14% to 2%. For this series we do not have
enough knowledge yet to judge the stationarity properties, but it is clear that the sample average
(blue line) is not a very representative statistic of the centrality of the process raising some doubts
about its first-order stationarity.

d. The U.S. unemployment rate

Plot: Refer to Figure [6]

Definition: The unemployment rate represents the number of unemployed people as a percentage
of the labor force. Labor force is people 16 years of age and older, who currently reside in one of
the 50 states or the District of Columbia, who do not reside in institutions (e.g., penal and mental
facilities, homes for the aged), and who are not on active duty in the Armed Forces.

Periodicity: Monthly frequency, 1948-01-01 to 2012-05-01.

Units: Percentage (%).

Stationary: This series is rather different from the previous three. The series crosses the sample
time average of around 5.8% more often than in the previous three series, but the peaks and dips
seem to be very persistent meaning that the series lingers around the same area for extended periods
of time. The most that we can say by now is that this series seems to be more stationary than the
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interest rate series but we need to learn more about the meaning of statistical persistence to offer
a final judgment.
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Figure 6: Time Series Plot of UNEM RATE

Exercise 4

a. LY; =Y, 4
b. Le=c¢
c. LY, =Y, o

d. L*Y; = Y,_}, for some k > 0
e. Vi —LY; =Y, Y, 1 =AY,

Note: in the following questions f. and g. there is a typo in the textbook. The questions should
start from « on.

fa+(1—-pL)Y,=a+Y:—pYi1
g.a+(1—pL+pl?)Y,+ LX; =a+Y, — p1Yie1 + p2Yio + X1

Exercise 5

a. Figure [7| shows that the underlying stochastic process is not weakly stationary. The upward
trend indicates that the process must have different means in different periods of time, so that it
is not first order stationary.

b. The growth rate of nominal GDP is reported in the third column of Table [4]

c. The logarithmic transformation helps to stabilize the variance. Figures |7] and |8 show that the
log transformation does not affect the trending behavior of the GDP series, and therefore, y; is not
first order stationary but it is smoother than the original GDP series.

d. The value of gy is reported in the fifth column of Table [4]

Copyright (©2013 Pearson Education, Inc. 7
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Date

GDP

g1t

LGDP

92t

1/1/2001
4/1/2001
7/1/2001
10/1/2001
1/1/2002
4/1/2002
7/1/2002
10/1/2002
1/1/2003
4/1/2003
7/1/2003
10/1/2003
1/1/2004
4/1/2004
7/1/2004
10/1/2004

10021.5
10128.9
10135.1
10226.3
10338.2
10445.7
10546.5
10617.5
10744.6
10884

11116.7
11270.9
11472.6
11657.5
11814.9
11994.8

1.071695854
0.06121099

0.899843119
1.094237407
1.039832853
0.964990379
0.673209122
1.197080292
1.297395901
2.138000735
1.387102288
1.789564276
1.611666057
1.350203732
1.522653598

9.212488064
9.223148003
9.223759926
9.232718112
9.243601052
9.253945689
9.26354933
9.270258862
9.282158582
9.2950491
9.316203761
9.329979462
9.347716863
9.363705029
9.377116726
9.392228502

1.065993896
0.061192264
0.895818656
1.088293948
1.034463779
0.960364085
0.670953188
1.189971958
1.289051814
2.115466127
1.37757007

1.773740085
1.598816596
1.341169709
1.511177575

Table 4: GDP and Growth rates

Copyright (©2013 Pearson Education, Inc.
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Figure 8: Plots for LNGDP

e. From the third and the fifth columns of Table 4, we observe that there are not significant
differences between g1 and g9, so that the log-difference used in d. is a good approximation to
compute growth rates.

Exercise 6

a. 1 = 1.1983%, 49 = 0.2334" b. The autocorrelations in Table [5 are positive meaning that the
observations that are 1 quarter, 2 quarters, 3 quarters and 4 quarters apart move in the same
direction. See Figures @ and Positive (negative) growth tends to be followed by positive
(negative) growth and, on average, this inertia is maintained at least for four quarters. Observe
that the autocorrelations become smaller as k increases and eventually they will fade away.

k- pr

1 0.428
2 0.336
3 0.138
4 0.105

Table 5: Autocorrelation Function of go;

Copyright (©2013 Pearson Education, Inc. 9
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Figure 10: go; against go o
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Figure 12: go; against go;_4
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Exercise 7

a. The daily return (%) is calculated as the log-difference of the index, i.e. Ry = 100 x (log P, —
log P,_1). As an example, Table |§| shows the daily returns from January 3, 2006 to January 19
2006.

b. Refer Table [7] and Figure Observe that the sample mean return is practically zero, with
mild negative asymmetry, and heavy tails as the result of a few but very large positive and negative
returns.

Date ‘ Return

1/3/2006
1/4/2006 | 1.629696
1/5/2006 | 0.366603
1/6/2006 | 0.001571
1/9/2006 | 0.935554
1/10/2006 | 0.364964
1/11/2006 | -0.033335
1/12/2006 | 0.345215
1/13/2006 | -0.629401
1/17/2006 | 0.120451
1/18/2006 | -0.364126
1/19/2006 | -0.390494

Table 6: Daily Return (% return)

Mean ‘ Variance ‘ Skewness ‘ Kurtosis

0.003 | 2.070 | -0.341 | 11.367

Table 7: Descriptive Statistics of Daily Returns

c. Refer to Figures and [I7] From a regression perspective, the common feature to these
four figures is that there is not practically any linear relation between today’s return and any of
the four past returns.

Exercise 8

a. Refer to Table [[1l

b. To compute the conditional means we run three linear regression models. The estimation results
are in Tables [§] [0 and The adjusted R-squared in these three models is practically zero, which
means that past returns do not explain the sample variation of current returns. A linear model
is not suitable to predict current returns. In Figures and [20| we compare the fitted return
provided by the regression model (red time series) with the actual return (blue time series). The
poor fit of the model is obvious as the differences between the actual and fitted values (residuals)
are very large.

Copyright (©2013 Pearson Education, Inc. 12
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500
Series: RETURN
Sample 1/03/2006 6/08/2012
400 - Observations 1620
Mean 0.003213
300 - Median 0.080512
Maximum 10.13935
Minimum -9.114957
200 Std. Dev. 1.438708
Skewness -0.341148
Kurtosis 11.36724
100
Jarque-Bera  4757.146
0 Probability 0.000000
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Figure 13: Histogram of Returns
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Figure 14: R; against R;_1
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Figure 15: R; against R;_o

R(t)vs. R(t-3)

R(t-3)

Figure 16: R; against R;_3
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R(t) vs. R(t-4)
12

R(t-4)

Figure 17: R; against R;—4

Dependent Variable: RETURN

Method: Least Squares

Sample (adjusted): 1/05/2006 6/08/2012

Included observations: 1619 after adjustments

Variable Coeflicient Std. Error t-Statistic Prob.

C 0.002441 0.035674 0.068412  0.9455
RETURN(-1) -0.07093 0.024796 -2.8605 0.0043
R-squared 0.005035 Mean dependent var 0.002209
Adjusted R-squared 0.004419 S.D. dependent var 1.438584
S.E. of regression 1.435401 Akaike info criterion 3.562001
Sum squared resid 3331.629 Schwarz criterion 3.568658
Log likelihood -2881.44 F-statistic 8.182477
Durbin-Watson stat  2.011413 Prob(F-statistic) 0.004284

Table 8: Regression of Ry on Ry 1

Dependent Variable: RETURN

Method: Least Squares

Sample (adjusted): 1/06/2006 6/08/2012

Included observations: 1618 after adjustments

Variable Coefficient  Std. Error t-Statistic Prob.

C 0.002299 0.035598 0.06457 0.9485
RETURN(-1) -0.07667 0.024808 -3.09077  0.0020
RETURN(-2) -0.07773 0.024818 -3.13208 0.0018
R-squared 0.011071 Mean dependent var 0.001983
Adjusted R-squared 0.009846 S.D. dependent var 1.439
S.E. of regression 1.431898 Akaike info criterion 3.557731
Sum squared resid 3311.285 Schwarz criterion 3.567723
Log likelihood -2875.2 F-statistic 9.040056
Durbin-Watson stat  1.99615 Prob(F-statistic) 0.000125

Table 9: Regression of Ry on R;_1 and R;_o

Copyright (©2013 Pearson Education, Inc. 15
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Dependent Variable: RETURN

Method: Least Squares

Sample (adjusted): 1/10/2006 6/08,/2012
Included observations: 1616 after adjustments

Variable Coeflicient Std. Error t-Statistic Prob.
C 0.001619 0.035647 0.045429  0.9638
RETURN(-1) -0.07647 0.024839 -3.07844 0.0021
RETURN(-2) -0.07846 0.024909 -3.14986 0.0017
RETURN(-4) -0.00776 0.024852 -0.31202 0.7551
R-squared 0.011157 Mean dependent var 0.001406
Adjusted R-squared 0.009317 S.D. dependent var 1.439703
S.E. of regression 1.432981 Akaike info criterion 3.559863
Sum squared resid 3310.136 Schwarz criterion 3.573199
Log likelihood -2872.37 F-statistic 6.062668
Durbin-Watson stat  1.997224 Prob(F-statistic) 0.000421
Table 10: Regression of Ry on R;_1, R;—2 and R;_4

12

-12 AR AR RALRLLRLLRLE ML LLLRLLLLLE RULLMLLLLELE DAL

2006 2007 2008 2009 2010 2011

Figure 18: Actual (blue) and Fitted (red) Return from Regression E(R:|R:—1)

Copyright (©2013 Pearson Education, Inc.

2013

16



Gloria Gonzélez-Rivera Forecasting For Economics and Business 2013

12 L IEARARLERRR IEARRRLERRR EARRALERRR IEARRALARRRR IERRRRLLRRA T
2006 2007 2008 2009 2010 2011

Figure 19: Actual (blue) and Fitted (red) Return from Regression E(R;|R;—1, Ri—2)
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Figure 20: Actual (blue) and Fitted (red) Return from Regression E(R;|Ri—1, Ri—2, Ri—4)
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Exercise 9

Table reports the t-ratios and ()-statistics for the autocorrelation and partial autocorrelation
functions. For the single hypothesis Hy : pp = 0 and H; : p # 0, the t-ratio is py//1/T. For
a 5% significance level, we will reject the null hypothesis whenever |pr/+/1/T| > 1.96. Likewise
for the partial autocorrelations 7. For the joint hypothesis Hy : p1 = p2 = ...... = pr = 0 and
H; : Negation of Hy, the Q-statistic is

A2

k
hj
J:1

and we will reject the null when @y is larger than the corresponding critical value of a chi-square
density with k& degrees of freedom.

According to the t-ratio, we reject the single null hypothesis for lags 1, 2, and 5. According to
the Q-statistic, we reject the joint hypothesis for any k. Overall, there is statistically significant
negative autocorrelation for a couple of days indicating that, on average, two consecutive days
of negative (positive) returns will give rise to a positive (negative) return in the following day.
However, the autocorrelation is extremely weak and it will not be very meaningful as a prediction
tool.

ACF PACF
pr  t-ratio 7, t-ratio (@Q-Stat Prob

-0.071  -2.858 -0.071  -2.858 8.165 0.004
-0.072  -2.898 -0.078 -3.140 16.624 0.000
0.036  1.449 0.025 1.006 18.701 0.000
-0.005 -0.201 -0.006 -0.241 18.738 0.001
-0.052  -2.093 -0.049 -1.972 23.086 0.000
0.022  0.885 0.013  0.523 23.877 0.001
7 -0.034 -1.368 -0.039 -1.570 25.754 0.001
8 0.023 0.926 0.023 0.926 26.612 0.001
9 -0.008 -0.322 -0.012  -0.483 26.713 0.002
10 0.035 1.409 0.037 1.489 28.694 0.001
11 -0.011 -0.442 -0.007 -0.281 28.887 0.002
12 0.034 1.368 0.036  1.449 30.826 0.002

STk W N~ |

Table 11: ACF, PACF and Q-statistics

Exercise 10

The ACF and PACF for the four time series are shown in Figures and 24| respectively. We
claim the same single and joint hypothesis as in Exercise 9, and proceed with the implementation of
t-ratios and Q-statistics. The vertical dashed lines in the figures denote the 95% confidence interval,
centered at zero, for each individual autocorrelation coefficient. The columns named @-Stat and
Prob report the Q-statistics and their corresponding p-values.

a. and b. U.S. real GDP and the exchange rate of the Japanese yen against U.S. dollar

Refer to Figures and Both figures are very similar. The t¢-ratios show that each autocor-
relation coefficient is very significant and very large; the first partial autocorrelation coefficient is
around one and very significant. Not surprisingly the @-statistics are very large and reject very

Copyright (©2013 Pearson Education, Inc. 18
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strongly the joint hypothesis (p-values are 0).

The ACF and PACF for these series indicate that there is a strong positive autocorrelation that
remains for a long time. There is high persistence in national product and in exchange rates to
the extent that we can claim that next period national product or exchange rate will not be very
different from the current period levels. In the forthcoming chapters we will characterize statistically
these processes as non-stationary, which was already our conclusion in Exercise 3.

c. and d. The 10-year U.S. Treasury constant maturity yield and the U.S. unemployment rate
Refer to Figures[23|and[24] These two figures have commonalities with those in a. and b. The ACFs
are very similar with very large positive autocorrelation coefficients that are strongly significant.
We observe faster decay of the autocorrelation in the unemployment series than in the yield series
but nevertheless the autocorrelation is still very persistent. The PACFs have a strong and large
one-lag autocorrelation (same feature as in the PACF's in a. and b.) but they show more significant
partial autocorrelations than those in a. and b. See that up to lags 6 or 7, the coefficients are
significant though they become smaller as the lags increase. Since the ACF's are similar to those
in a. and b., we suspect that the process may also be non-stationary, and since the PACFs are
different, our claim about the future behavior of yields or unemployment must be a function not
just of the immediate past information but also of the more remote past information.

At this point, the student should link the time series plots in Exercise 3 with their correspond-
ing ACF and PACF. The objective is start introducing the idea of time series models that will
summarize the information of the ACF and PACF.
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Sample: 194721 201201
Included observations: 261

Forecasting For Economics and Business

Autocorrelation Fartial Correlation AC PAZ  Q-Stat  Prob
[ E— |/ 1 0890 0890 25856 0.000
[ E— [N 2 05979 -0013 51261 0.000
[ E— I 3 D468 -0008 76217 0.000
| [—] [ 4 05958 -0.007 1007.2 0.000
LY — I 5 05947 -0008 12478 0.000
| [— o B 05936 -0.009 14839 0.000
| — I 7 D426 -0005 171545 0.000
| E— I 8 09145 -0005 18426 0.000
LY E— I 9 04904 -0003 2MEB54 0.000
L1 — 1 10 0894 -0.003 23838 0.000
| — I 11 0883 -0001 25380 0.000
[ — o 12 0873 -0009 2807.9 O0.000
LY — o 13 0862 -0008 30136 0.000
[ E— I 14 0851 -0030 32147 0.000
[ — I 15 0839 -0037 3411.2 0.000
[ — AR 16 0827 -0.023 36027 0.000
| E— o 17 0815 -0008 37894 (0.000
[ — [N 18 0802 -0018 397¥1.2 0.000
| [— I 19 0740 -0006 4148.2 0.000
|1 — [BR 20 0777 -0006 43203 0.000

Figure 21: ACF, PACF and @Q-Statistic of RGDP

Sample: 1041871 610142012
Included observations: 10391

Autocorrelation Fartial Correlation AC FAC  G-Stat  Frob
— 1 1 1.000 1.000 10384, 0.000
E— 2 049599 -0008 20759 0.000
1 3 04959 -0003 31125 0.000
I— 4 049588 -0003 41481, 0.000
I— A4 04958 -0000 51829, 0.000
— B 04987 -0005 62167, 0.000
1 7 04957 -0004 F2495 0.000
IE— 8 049596 -0.003 82815 0.000
— 9 049596 -0002 93124, 0.000
E— 10 08995 -0.008 103424 0.000
1 11 08995 -0.007 113715 0.000
I— 12 0894 0000 123995 0.000
1 13 0993 -0.004 134266 0.000
— 14 08993 -0.004 144527 0.000
1 15 0992 -0.000 154777 0.000
IE— 16 08992 0001 165018 0.000
1 17 0891 0002 175249 0.000
E— 18 08991 -0.003 185471 0.000
1 19 0990 -0.003 195682 0.000
E— 20 0990 -0.006 205883 0.000

Figure 22: ACF, PACF and Q-Statistic of JPY _USD
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Sample: 1/02M 962 BI07r2012
Included observations: 12594

Autocorrelation Fartial Correlation AC PAZ  Q-Stat  Prob
— 1| 1 0955 0955 11481, 0.000
E— — 2 0954 0477 22937, 0.000
— 1 3 04953 032 34376, 0.000
— | 4 0953 0244 45824, 0.000
— | 5 D456 0239 A7333. 0.000
— l B 0952 0123 BBT52. 0.000
— 1 7 04951 0085 80147, 0.000
I— ] 8 05951 0053 91544, 0.000
— 1l 9 04950 0077 1025831 0.000
E— I 10 0950 0066 114311 0.000
— il 11 0950 0067 125686 0.000
— il 12 0950 0072 137069 O0.000
— 13 0948 0030 148407 0.000
— 14 0948 0026 159731 0.000
— 15 0947 0020 171040 0.000
— I 16 0943 0048 182377 0.000
— 17 0947 0029 153693 0.000
E— 18 0945 -0.005 204956 0.000
— 19 0945 0013 216224 0.000
E— 20 0946 0029 227503 0.000

Figure 23: ACF, PACF and @Q-Statistic of CM RATE10Y R

Sample: 1948001 201 2M05
Included observations: 773

Autocarrelation Fartial Correlation AC FAZ  Q-Stat  Proh

0989 04989 759.04 0.000
0976 -0.076 14959 0.000
0959 -0.221 22157 0.000
0938 -0173 29009 0.000
0913 -0.118 3551.4 0.000
0285 -0108 4163.2 0.000
0.855 -0.021 47351 0.000
0824 0025 5267.2 0.000
9 0.782 -0.007 5759.3 0.000
10 0759 -0.013 6211.9 0.000
11 0728 0036 66284 0.000
0696 -0.015 ¥008.8 0.000
13 0667 0108 73607 0.000
14 0639 0028 76833 0.000
14 0613 -0.000 7950.4 0.000
16 0538 -0.031 22541 0.000
17 0.565 -0.009 83087 0.000
18 0542 -0.033 87387 0.000
19 0520 -0.037 89547 0.000
20 0.499 -0.028 91528 0.000
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Figure 24: ACF, PACF and @Q-Statistic of UNEM RATE
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