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Probability and Distributions
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1.2.14

1.2.15

1.3.3

Visit Test BankDeal .

Part (c): C1NCy={(z,y): 1<z <2,1<y<2}
Cy N Cy = {mary,mray}.

limg o0 Cr = {z : 0 < z < 3}. Note: neither the number 0 nor the number 3
is in any of the sets C, k =1,2,3,...

Part (b): limg—.oo Cx = ¢, because no point is in all the sets Cy, k = 1,2,3,. ..
Because f(x) =0 when 1 <z < 10,
10 1
Q(Cs) = f(z)dx = / 6x(1 — z)de = 1.
0 0

Part (¢): Draw the region C' carefully, noting that = < 2/3 because 3z/2 < 1.

Thus
2/3 3z/2 2/3
Q(C’):/ [/ dy] dx:/ xdr =2/9.
0 z/2 0

25=Q(C) = Q(C1) + Q(Cy) = Q(C1 N C2) =19+ 16 — Q(C1 N Ca).

Note that

Hence, Q(C, N Cy) = 10.

By studying a Venn diagram with 3 intersecting sets, it should be true that
11>84+6+5—-3—-2—-1=13.

It is not, and the accuracy of the report should be questioned.

1 1 1 1/2
1

Copyright © 2019 Pearson Education, Inc.
comto get conplete for all chapters



https://testbankdeal.com/download/introduction-to-mathematical-statistics-8th-edition-hogg-solutions-manual/

2 Probability and Distributions

1.3.6
00 0 0
P(C):/ e_ll"dx:/ e‘”dx—i—/ e fdr=24#1.
—o00 —00 0
We must multiply by 1/2.

1.3.8
P(CTUC3) = P[(C1NCy)]=P(C) =1,

because C1 N Cy = ¢ and ¢¢ =C.

1.3.11 The probability that he does not win a prize is
990 / 1000
5 5 )
1.3.13 Part (a): We must have 3 even or one even, 2 odd to have an even sum.
Hence, the answer is
10y (10 10y (10
()(0) (D))
20 20y
() ()

1.3.14 There are 5 mutual exclusive ways this can happen: two “ones”, two “twos”,
two “threes”, two “reds”, two “blues.” The sum of the corresponding proba-

bilities is
L) E)+GE+6)6)+E)6+6)6)

+

1.3.15

, Solve for n.

1.3.20 Choose an integer ng > max{a~', (1—a)~'}. Then {a} =32, (a—L,a+ 1).

Hence by (1.3.10), n

P({a}) = lim P[(a—;,ﬁiﬂ :%:o.

n—oo

1.3.21 Choose ng such that 0 < a — (1/ng) < a < a+ (1/ng) < 1. Let A4, =
(a —(1/n),a+ (1/n)), for n > ng. Since {a} =N, A, we have

n=ngqo

P({a}) =P (M, An) = lim P(4,)= lim 2. 0.

n=n n
0 n—oo n—oo N,
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1.4.2

1.4.5

1.4.10

1.4.12

1.4.14

1.4.16

1.4.19

1.4.22
1.4.26

1.4.30

P[(C1 N Cy N C3) N Cy] = P[C4|Cy N CyN Cs)P(CL N Cay N Cs),

and so forth. That is, write the last factor as

P[(C1 N Cy) N C3) = P[C3|Cy N Co]P(C N Cy).

() Go) + (DI /GD)
[GGED + () + (D ]/G)
B (2/3)(3/10) 3 2
PiGie) = (2/3)3/10) + (1/3)(8/10) 7 ~3 P(Gy).
Part (c):
P(ChUC3) = 1-P[(CLUCS]=1—-P(CiNCy)
= 1-(0.4)(0.3) = 0.88.
Part (d):
1 —(0.3)%(0.1)(0.6).

1—-P(TT) =1-(1/2)(1/2) = 3/4, assuming independence and that H and

T are equilikely.
Let C be the complement of the event; i.e., C' equals at most 3 draws to get
the first spade.

(a) P(C)=1+31 4 (3)" L.

_ 1 13 39 13 38 39
(b) P(C)= 3+ 515 t 505152

The probability that A wins is: 1/6+5/6x4/6x3/6+5/6x4/6x3/6%x2/6x5/6.

Let Y denote the bulb is yellow and let T} and 75 denote bags of the first and
second types, respectively.

(a)
PY) = P(Y|T1)P(Th) + P(Y|T2) P(T3) = %'6 - %'4'
(b) P(Y|Ty)P(T
P(Th|Y) = Hp(l)y)(l)

Suppose without loss of generality that the prize is behind curtain 1. Con-
dition on the event that the contestant switches. If the contestant chooses
curtain 2 then she wins, (In this case Monte cannot choose curtain 1, so he
must choose curtain 3 and, hence, the contestant switches to curtain 1). Like-
wise, in the case the contestant chooses curtain 3. If the contestant chooses
curtain 1, she loses. Therefore the conditional probability that she wins is %
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4 Probability and Distributions

1431 (1) The probability is 1 — (2)*

24
(2) The probability is 1 — [(2)* + 12|

1.5.2 Part (a):
c(2/3)+(2/3)° + (2/3)* + -] = lc_(2(/2?;)3) =2 =1,
soc=1/2.

1.5.5 Part (a):
o (a) (13) (539 )
el 5 =0,1,...,5

p(x) — { (552) e
0 elsewhere.

1.5.9 Part (b):
50

50(51) 51
5050 = -
>/ 2(5050) 202

r=1

1.5.10 For Part (¢): Let C,, = {X < n}. Then C,, C C, 41 and U,,C,, = R. Hence,
lim,, . F(n) = 1. Let € > 0 be given. Choose ng such that n > ng implies
1—F(n)<e Thenifx >ng, 1 — F(z) <1— F(ng) <e.

1.6.2 Part (a):

1.6.3

(a) plx) = (2)%1 (é) . o x=1,2,3,...

S @H (5) = =t = 1

r=1
1.6.5 Here are R functions which compute the pmf and the cdf:

pl65 <- function(){
x = 0:5
pl65 = choose(20,x)*choose(80,5-x)/choose(100,5)
return(p165)
+
cdf165 <- function(){
pn <- p1650); dm = -1:6; dx = c(dm,dm); dy = c(rep(0,8),rep(1,8))
plot(dy~dx,pch=" ",xlab="x",ylab=expression(F(x)));segments(-1,0,0,0)
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for(j in 1:6){
ct = ct + pm[jl; cx = cx + 1
segments(cx,ct,cx+1,ct)

}

1.6.8 D, = {1,2%,33,...}. The pmf of Y is

F(z) = P[X(c) =c* <] = P(c < V) :/Oﬁll()dzz \1/73?
Thus fo) = Fla) — { 201@ 0 <z <100
0 elsewhere.
1.7.2

Cy € CF = P(Cy) < P(CS) =1 — (3/8) = 5/8.

1.7.4 Among other characteristics,

* 1

/OO 1 d 1 . [77 ( 77)} 1
———— dx = —arctan =—|=—=(—-=)| =1
I R e b 2

1.7.6 Part (b):
o2
P(X?<9) = P(—3<X<3):/ dx
L, 19
1 [22 I P 25
N — | (m] =22
18{2—’_ ] , 18{2 ( ﬂ 36
1.7.8 Part (c):
1
f(x) =xe™™ — 51'26_93 = 2;26_“’(2 —x)=0;

hence, = 2 is the mode because it maximizes f(x).

m 1
/ 3z de = =;
0 2

hence, m® = 271 and m = (1/2)/5.

1.7.9 Part (b):
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6 Probability and Distributions
1.7.10
50.2
/ 4o dr = 0.2 :
0
hence, &2, = 0.2 and &y o = 0.21/4,
1.7.13 & =1 is the mode because for 0 < x < oo because
flx) = F(a)=e*—e"+xe " =xe "
flx) = —ze+e " =0,
and f/(1) = 0.
1.7.16 Since A >0
X>z=Y=X+A>=z
Hence, P(X > z) < P(Y > z).
1.7.19 Since f(x) is symmetric about 0, £ 25 < 0. So we need to solve,
5.25
/ (%) o= 25.
L, \ 4
The solution is €95 = —v/2.
1.7.22 For 0 <y < 27,
PRV L ST
Tody 3
1 y?/3 1
W= = 35 g T
1.7.24
1 -
flx) = ot 7<9C<§
1
r = arctany, d _1+y2’ o<y <o
(y) = L1 <y<
o) = o TO<Y<®
1.7.25
1
G(y) P(—2log X4<y):P(Xze_y/8):/ d’de=1—eY2, 0<y<oo
e—y/8

oy [ ev? <y < oo
Gy) = { 0 elsewhere.
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1.7.26

9(y) = L 1<y<4

6
0 elsewhere.

1.8.5
100

11
=51

The latter sum is bounded by the two integrals
101 1 100 1
J51 3dxand [+ dr.

An appropriate approximation might be

1 101.5 1

1
— 2 dz = — (log 100.5 — log 50.5).
50 |, 7%= 50008 08 50-5)

1.8.7

mxuanZﬂxmﬁm.

1.8.9 When 1 <y < o0

1

1

Gly) = P(l/XSy)ZP(le/y)Z/l/nydle—y2
2
g(y) = ?

=
>
I

2
/ y— dy = 2, which equals fol(l/x)2x dx.
1 Y

1.8.11 The expectation of X does not exist because

o 1 [>1
ﬂmnzg/ 4£7M:,/ = du = oo,
T Jo 1422 )1 wu

where the change of variable u = 1 + 22 was used.

1.8.14 Here is the pmf of G:
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8 Probability and Distributions

—po+2 | —po+5| —po+8
) 6]6) ()
(2) (2) (2)

It follows that E(G) = —pp + 4.4; so for a fair game take py = $4.40. Here is
an R function which simulates the game.

gamel814 <- function(pO,nsims){
collG = c()

for(i in 1:nsims){
p = sample(c(1,1,1,4,4),2)
c0llG = c(collG,-p0 + sum(p))

}
gamel1814 = mean(collG)
return(gamel1814)

1.9.2

M(t) = 2 <62t) - 1_‘32?/2) et/2 < 1.

Find E(X) = M'(0) and Var(X) = M"(0) — [M'(0)]%.

1.9.4
0 <var(X) = E(X?) - [E(X)]?.
1.9.6 ,
EKXUH> ] :%02:1
1.9.8
K@) = E[(X -0)?%=FEX? —20E(X)+b
K'(b) = —2B(X)+2b=0=b=E(X).

1.9.11 For a continuous type random variable,

K(t) = /_ " o) da
K'(t) = /Oo ™ f(z)dr = K'(1) = B(X).
K'(t) = /_00 z(z — D" 2 f(z)dz = K'(1) = E[X(X1)];

and so forth.
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1.9.12
3 = B(X-7)= B(X)=10=p
11 = E[(X-7)?%=FEX?%-14E(X)+49=E(X?) -91
= E(X?) =102 and var(X) = 102 — 100 = 2.
15 = E[(X —7)%]. Expand (X —7)% and continue.
1.9.16
BE(X) = 0= var(X)=FE(X? =2p.
E(X*) = 2p= kurtosis = 2p/4p® = 1/2p.
1.9.17
W) = M'(t)/M(t) = ¢'(0) = M'(0)/M(0) = E(X).
1/)”(t)

1.9.19
12 3

. t
M(t):(14)*3:1+3t+3.45+3~4.5§+~~

Considering the coefficient of ¢ /r!, we have
EX")=3-4-5---(r+2), r=1,23....

1.9.21 Integrating the parts with u =1 — F(z), dv = dx, we get

b

b
b = rJ\xr)ar = .
{[1*F(l‘)]x}o*/0 I[*f(x)]dxf/o f(z) dx = E(X)

1.9.24
BE(X) = /1 Yarso. 241120
I R e 27§
1
1 1 17
B(X?% = 224d o4l =
(X#) /0x4 x40 4+ 5= 13
2
var(X) = (2 :ﬂ.
12 \8 192
1.9.25
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10 Probability and Distributions

Because [* (z — p)?2fi(z) de = o? + (1; — p)?, we have

B[(X — p)’]

> ailo? + (i — 1))
i=1
1.10.2 ~ -
1 :/0 xf(z)dx 2/2 2uf(z)de = 2uP(X > 2u).

1
Thus 3 > P(X > 2pu).

1.10.5 If, in Theorem 1.10.2, we take u(X) = exp{tX} and ¢ = exp{ta}, we have
P(exp{tX} > exp{ta}] < M(t) exp{—ta}.

If t > 0, the events exp{tX} > exp{ta} and X > a are equivalent. If ¢t < 0,
the events exp{tX} > exp{ta} and X < a are equivalent.

1.10.6 We have P(X > 1) <[l —exp{—2¢t}|/2t for all 0 < ¢ < o0, and P(X < —1) <
[exp{2t} — 1]/2t for all —co < ¢ < 0. Each of these bounds has the limit 0 as
t — oo and t — —o0, respectively.
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Chapter 2

Multivariate Distributions

/0°° /0°° [29(\/$%+x3)/”\/$%+$3] drydry = /OOO /OW/2[2g(p)/ﬂp]pd9dp

= /Ooog(p)df):l-

2.1.6 We can write the double integration as

b

d
P(a<X<b,c<Y<d):/ 2re™" dx-/ 2ye™Y dy.

a

Since a, ¢ > 0, the one-to-one transformations z = 22 and w = y2, lead to the
answer.

G(z) = P(X—l—YSz):// e 7Y dydx
o Jo

/ 1—e G D)edr=1—e"% - ze .
0

G’(z){ ze ? 0<z<o0

Q
~—
w
)

\

0 elsewhere.

11
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12 Multivariate Distributions

1 1
G(z) = PXY<z)=1 —/ / dydzx
z Jz/x

= 1—/1(1—;) der =z —zlog z

 aN ) —logz 0<z<1
9(z2) = G'(2) _{ 0 elsewhere.

Why is —log z > 07

2.1.9
w x>0,y >0,2+y < 13,2 and y integers
[z, y) = (3z) - - -
0 elsewhere.
2.1.11
1/2 17(121
0 xry
2.1.15

oo 00 1 it+j
E [et1X1+t2X2] — Zzetli+t2j <2>

i=1 j=1
[eS) 1 i 00 1 J
- EEDEE

221

p(y1, o) :{ (()%)W (5" gfi/;égi)e;(@o)v(—1,1)7(171),(072)
9.2.2

_J yi/36 y1 =y2,2y2,3y2;92 = 1,2,3
Py, y2) = { 0 elsewhere.

n 1 2 3 4 6 9
p(yr) | 1/36 | 4/36 | 6/36 | 4/36 | 12/36 | 9/36

2.2.4 The inverse transformation is given by z; = y1y2 and xs = ys with Jacobian
J = y2. By noting what the boundaries of the space S(X1, X2) map into, it
follows that the space 7(Y1,Y2) = {(y1,y2) : 0 <y; < 1,4 =1,2}. The pdf of
(Y1,Y2) is fyy v, (y1,92) = 8y19-
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13

2.2.5 The inverse transformation is 1 = y1 — y2 and xo = ys with Jacobian J = 1.
The space of (Y1,Y2) is T = {(y1,92) : —00 < y; < 00,7 = 1,2}. Thus the
joint pdf of (Y7,Y3) is

le,Yg(ylayZ) = le,Xg(yl - yz,yz),

which leads to formula (2.2.1).

2.3.2

2.3.3

fa(z2)
S (w1 |z2)
E(Xl‘.’l}g)

Var(Y)
E(X1)

Var(Xl)

T
c1/ ml/xgdxlz%zlécl:2and62:5.
0

109511;%,0 <z < 9 < 1;zero elsewhere

1/2 64 (1 1 12
201/(5/8)2de = — [ = — — | = =.
/1/4 1/(5/8)" dv = 5 (4 16> 2

102122 dzodr, = / —x1(1 =23 dr, = ==,
14 / ? a3 ' 512

T2

/ 2atad dey = Txs, 0 < a9 < 1.
0

= 212323 /725 = 327 /23, 0 <z < o

o 3
= / x1(32% /x3) dwy = 1%
0

3 4y/3 4y\” 3
= P(Xy<y)= T2 dry = | = 0 =
(res3)= [ "rom= (4)' 0es<
7 P
_ L5y o<y<}
0 elsewhere.
73 21
84 32
T
1024
21
32°
553 7

15360 ~ 1024

&

2.3.8 The marginal pdf of X is

(o)
fx(x):2/ e e Vdy =2, 0<a< oo
xz

Hence, the conditional pdf of Y given X = z is

2e e Y

frixylz) = ——— = eV << y < 00,

26—21
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14 Multivariate Distributions

with conditional mean

E(Y|X:a:)=/ ye W dy =z +1, >0,

x

2.3.9 For Part (c):

1 1 1
(x:;)) <x§> (2 _ x23— x3> / <329), where integers zo,x3 > 0 and x5 + x3 < 2.

2.3.11

1
(G,) f1($1)f2‘1(.132|$1)=1~;, O0<zy <y <1.
1

1 x 1

| 2r1 — 1

(b) / / — daadry = / L dwy = 2(1/2) +log (1/2) = 1~ log 2.
1/2 JJ1—2; T1 /2 *1

2.3.12
(d) / e ” d:v// e tdr=e?/et =t
2 1

2.4.2 X7 and X, are dependent because 0 < x1 < x5 < 00 is not a product space.

2.4.4 Because X; and X, are independent, the probability equals
1/3 1/3
/ 221 day / 2(1 — x9) dxo | = (1/3)*[1 — (2/3)%] = 5/81.
0 0

2.4.7 The marginal pdf of X7 is given by

The random variables X; and X5 are not independent.

2.4.8 X and Y are dependent because 0 < y < x < 1 is not a product space.

B(Xl) = [ ala/(0 = yde = 5=

—?)
2.4.9
20 60—x 1
P(X +Y <60) = P(X§10)+/ / — dydx

10 Jao 300

1+/20(20 )/300 d L1 1

= = -z rT=-+=-=_.

37 376 2
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2.4.12
P(X1—X3|=1) = P(X;=0,Xo=1)4P(X; =1, X, =0)
1
P(Xy = 0)P(Xy=1) + P(X; = DP(Xp = 0) = 5.

2.5.1 For Part (c):
cov = (0)(0)(1/3) + (1)(1)(1/3) + (2)(0)(1/3) — (1)(1/3) = 0.
Thus p = 0 and yet X and Y are dependent.

2.5.3
P =1/2)(1/2)=1/4=p=1/2.

2.5.11 Let Y = (X1 — 1) + (X2 — p2). Then the mean of Y is 0 and its variance is
Var(Y) = Var(X; + Xo) = 0% + 0% + 2p0? = 20%(1 — p).
Use Chebyshev’s inequality to obtain the result.
2.6.1 For Part (g):

N Bty (324 ()
E(Xy2) */o Byt 92T @) tyre
2.6.3
Gly) = 1-Ply<X;,i=1,234)=1-[1-y?’"=1-(1—y)"

oy 2=t 0<y<1
o = ¢w-{ clexhore

2.6.6 Multiply both members of F[X; — pi|xe, x3] = bo(xe — u2) + bs(xs — us)
by the joint pdf of X3 and X3 and denote the result by (1). Multiply both
members of (1) by (z2 — p2) and integrate (or sum) on zo and x3. This gives
(2), p120102 = bos + 3pa30109. Return to (1) and multiply each member by
(x3 — ps) and integrate (or sum) on xy and zg. This yields (3) pizo103 =
bop23oa0s + bsoa. Solve (2) and (3) for by and bs.

2.6.9
o0 o0 o0 o0
(a) / / e~ T2 dagday /| / / e 12 dyy day
0 1 0 x1/2

oo o0 . 12 3
7211d 7311/2d = = —.
+/o ‘ ””//0 ‘ SR

T1 = Y1Y2Y3, T2 = Y2Y3 — Y1Y2Ys3, T3 = Y3 — Y2Y3.
with J = 993, and 0 < y; < 1,0 < yo < 1,0 < y3 < co. This yields

2.7.1

91, y2.y3) = yayze” ¥ = (1)(2y2) (y5e ¥ /2) = 91(y1)g2(y2)g3(ys)-
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